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ABSTRACT

Eight papers contributed by the Lincoln Laboratory Weather Sensing Group to the
American Meteorological Society's 16th Conference on Severe Local Storms, to be held
October 22-26, 1990 in Kananaskis Provincial Park, Alberta, Canada, are compiled in
this volume. The FAA sponsored the summer 1989 field test of the Terminal Doppler
Weather Radar (TDWR) system in Kansas City, Missouri to detect wind shear aviation
hazards at or near the airport. The papers are based on data collected through the summer
1989 field test and on subsequent analyses and product evaluation.

The staff members of Group 43, Weather Sensing, have documented their studies
of the following topics: a severe microburst; a prototype microburst prediction product;
average summer microburst threat prediction at an airport; microburst asymmetry; the
effect of radar viewing angle on the performance of the gust front detection algorithm; a
comparison of Low-Level Wind Shear Alert System (LLWAS) anemometer-measured
winds and Doppler-measured winds; and ASR-9 (Airport Surveillance Radar) adjustment
of range-dependent storm reflectivity levels. The final paper is an invited paper for the
Conference on microbursts. This paper discusses the precipitation-driven downdraft and
the downdraft associated with the "vortex," or gust front, at the leading edge of an
expanding thunderstorm outflow as two primary forms of low altitude downdraft
phenomena in the microburst problem.
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A CASE STUDY OF THE CLAYCOMO, MISSOURI MICROBURST

ON JULY 30, 1989

Paul J. Biron, Mark A. Isaminger, Kevin J. Flemming
M.I.T. Lincoln Laboratory

Lexington, Massachusetts 02173

Alan A. Borho
University of North Dakota, Center for Aerospace Sciences

Grand Forks, North Dakota 58202

1. INTRODUCTION 0806 UT. The echo which produced the Clavyomo miz:-

The Terminal Doppler Weather Radar (TD\NR) burst developed at 0820 U7 in the vicinity of the earlier c.-

testbed collected thunderstorm measurements in the Kansas flows. It attained a maximum storm top height i exce-. c:
City area from Match 27 through October 6, 1989. Of the 15 km AGL.

393 microbursts detected by the radar, 21 were classified 2.1. Radar Data
as severe, with a differential velocity > 24 m's. None of the
severe events impacted terminal operations at Kansas Citis a radial velocity plot from FL-2 at t

time of the maximum outflow. The wind shear is centerc
International Airport (KCI). Nevertheless, there were 42 mi-
crobursts within 3 nautical miles of the airport.

KC[
/ 1-435

FL-Z834t CLAYCOMO
094', LT

1-4354j

Missouri River

170 Kansas City. MO

Kansas R SCALE:

0 S 10 km

Figure 1. Map cf the Kansas City area showing the track (x,
of the Claycomo microburst produci-tg cei; in IS minute in-
ter als.

2. CASE STUDY

In this paper, a microburst that occurred on July 30,
1989 near Claycomo, Missouri (see Figure 1) will be ex-

amined. The outflow damaged trailers and uprooted trees Figure 2. F,-2 radar velocity plot at 09:30.51 UT, the time of

in the area. Winds in excess of 55 mph, pea-sized hail, and maximur outflow strength. Range rings are labelled in Am.

3 1'2 inches of rain accompanied the storm. This was the
strongest microburst observed during the 1989 data collec- Figure 3 is a synthesized vertical cross section plot

tion season in Kansas City. RHI) of the storm cell for velocity. This RI-1 was generated
along the 91.5" azimuth and shows the maximum outflov.

On July 30. microburst outflows were first detected (A in figure 3) and vertical structure of the storm. Conver-
northwest of the downtown airport (MKC) at 0709 UT -.,,d gence can be seen at approximately 2 km above the surface
east of the University of North Dakota (UND) rarar at (B in figure 3). The RI was created from available PPI da:.t

• The work describvd here was sponsored by the Federal Av:- using scans ranging from 0.4* to 39.9' elevation. Gaps bc-

at:n Administratior The United States Government assumes no tween consecutive tilts were then filled using a Cressmar.
:h:", for its content or u~e thereof. weighting interpolation technique

I



the outflow was stronger at lo\%er level., since UND recordct
a peak differential velocity of 45 m s over 3 km at a heigh:
of 70 meters AGL. The peak shear %as observed on the fir'
available surface scan from UND

2.2. Microburst Features

Figures 5a and 5b present a summary of the veloci:.
features aloft and reflectivity features observed by the FL-2
radar throughout the life cycle of the microburst. Thes,
features were manually extracted from the radar data to ccr-
respond with those expected as microburst precursors b.
the automated TDWR microburst detection alcorithm
(Campbell 1989). The initial time of the microburst outfic,
iL represented by T = 0. The microburt reached it, pe.:.
velocity differential of 38 m s at T - 42 minutes (indicat:, "
by the heavy vertical line in each plot,. Upper level d1'v:-

gence first occurred at T - 15 minutes and reached a pealk
intensity of 25 m s at T + 37.5 minutes. Anticilonic rota-

40-
E 354 Anti-Cvclonic Rotation (a)

Figure 3. FL-2 radar velocity vertical cross section along 91.5 de- 30- Upper Divergence

grees at 09:31:57 show;ng the maximum outflow. Grid lines indi- 25-i
cate height and range from FL-2 in kin. 2 20J ".

10-''

The microburst persisted for approximatelh 1 hour, L5 5 '

with a peak differential velocity observed by FL-2 of 38 m's ' 15-10 -5 5 10 15 20 - 3'0 35 4J 45 50 55 6
over 4 km at 300 meters above ground level (AGL). A radial
velocity plot from UND at 0931 UT (Figure 4) suggests that Time (minutes from initial surface outfio%

_2"
6 REFL~ECTIVITY CORE

' -15-10-5 0 5 10 15 20 25 30 35 40 45 5; C 6'

Time (minutes from initial surface outflow%)

Figure S. (a) Velocity features aloft obseried throughout t:c i;jr
cycle of the Claycomo microburs. (b) Height of the reflec::vi:3 c3'
throughout the life cycle of the Claycomo microburst.

tion is first observed at T - 13 minutes; however, this feature
is not consistently observed until after the initial microburs!
outflow. It reaches a maximum intensity of 32 mns over 1
azimuth. At a distance of 30 ki, this represents a sin,",e-
Doppler vorticity of 61 x 10 -3 s-1. The rotation produced
in this downdraft is comparable to the vertical vorticitv c
a misocyclonic microburst observed in Colorado (Kessince:

:#ure 4 UND radar velocity plot showing the maximum outflow et al. 1984). The severity of this microburst could have been
s'regh at 70 m AGL Range rings are labelled in km. predicted by the increase in the depth of the reflectivit\ core
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and the intensity and trend of mid- and upper-level features The altitude of the center of mass (CGZ) shown in Figure
such as anticyclonic rotation and upper-level divergence. 7a was estimated at the 45 dBZ contour. As shown in Figure

6, 45 dBZ regions whch overlap are associated together by
2.3. Liquid Water Based Measures the TDWR microburst detection algorithm. The CGZ is cal-

The average vertically integrated liquid water (VTL) culated as follows:

was estimated at a 45 dBZ contour using a prototype algo- M, Z
rithm based on Greene and Clark (1972). The volume of CGZ Mi

integration was the three-dimensional structure based on
the 45 dBZ storm boundary (Figure 6) which is recognized
by the TDWR microburst detection algorithm as described where Mi are the masses of the individual regions and Z,

in Merritt et al. (1989). The integration method uses a vol- are their altitudes, with i denoting the particular region. Be-
cause the regions actually represent a wedge shaped section
of space, this does not give a true center )f gravity (the esti-
mate will always be low), but it is a good first-order esti-

P mate.

U Figure 8 is a time series of contour plots of this
storm's reflectivity. Figure 8a is 11 PPIs which were se-
lected to reveal the storm structure at 5 km AGL. Figures
8b and 8c are time series of synthesized RHIs at two differ-
ent azimuths in the storm which shift in order to track signif-
icant features at different times. Figure 8d is the FL-2 ra-

dial velocity differential through the surface outflow plotted

Figure 6. An example of a the reflectivity regions found in a cloud, to the same time scale.

their centroids, and the resulting CGZ. By examining this figure we can see that this was

ume weighted average of estimated liquid water content in a complex multicell storm. The pulses in surface velocity

the two-dimensional (tilt) regions followed by midpoint inte- differential can be associated with distinct sub-events in the

gration in elevation. The average VIL (as shown in Figure storm evolution. Cell growth appeared on the western flank

7b) is then calculated by dividing the mass by the cell's area. while cells collapsed to the east. The center of divergence
was closely correlated in both time and space to the collaps-

-40 C 5 ing cells."i A

E 35 ICtomsiu( 4 The TDWR microburst detection algorithm associ-

79 30 tu ates all of these sub-events into one large event because of
S25 - the high reflectivity of the cells and their close proximity.

20 The CGZ product was not able to resolve all of these sub-ev-
2- ents, but it does show a pulsing behavior before each major

Vcloci " pulse in the surface outflow, with descents at times -6, 13,
Di-fernt"al 1 21, and 37 minutes. These descents preceded the surfaceo5 Velocity Differential

" Ivelocity differential with mean lead times of 2.5 minutes for
0 0 pulse onset and 7.5 minutes for pulse peak. We believe the
35 35 increases in CGZ prior to the descents were caused by 1)

30- N 30 formation of new precipitation aloft and 2) a loss of precipi-

" 25 -25 tation loading from the bottom of the storm from a previous

20- 20 cell's collapse. The descents of CGZ were made apparent

15 is by their preceding increases; it is not clear whether CGZ
J 15would be effective in identifying these sub-events, and thus

> 10 10 anticipating pulses in velocity, in other multicell storms.

5 -5
0The average VIL reached its peak 3 minutes before

-10 0 10 20 30 40 50 7 the peak outflow. It does not appear to be a good predictor
A Time (min) for the timing of the pulses in this microburst. However,

Figure 7. (a) Velocity Differential and Altitude of Center of Mass
(CGZ) @ 45dBZ contour vs. LTime (b) VIL (@45 dBZ contour) it was a good predictor of the strength of these pulses. The
vs aTime for Claycomo, Missouri microburst on July 30, 1989 VII values calculated at th. begining of each core descent
T=O is 084828 UT. (as sensed by CGZ descent) were 12, 19, 25, and 27 kg/m 2 .

The peaks of the subsequent divergence pulses were 18, 20.
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.2 +3 +8 .13 +18 +23 *2S *33 .38 .43 .48

20

91.S" 91.5" 92.5* 92.5' 92.5" 92.5 91.5" 90.5" 90.51 90.5"

93.5* 94.5 " 94.S " 94.5* 94.5 " 95.51 .5" 96.5 " 96.S"

(d)

.,40

.j 20

LU

-2 +3 .8 .13 +18 ,23 +28 +33 .38 +43 ,48

TIME

Figure 8. (a) Time series of 11' PPIs with contours at 45 and 50 dBZ. Solid areas are above 55 dBZ.
(b) and (c) synthetic RHIs at selected azimuths through the Storm. The contours and time scale are the same as in the PPIs

shown in (a).
(d) FL-2 surface velocity differential magnitude (ms) plotted to the same time scale.

25 and 38 m/s. Thus, higher VIL values were associated 50.
with greater surface velocity differentials. ?I

" 40.

2.4. Aircraft Hazard Index . , 30- LV / ",

Figure 9 is a plot showing AV and &V/AR throughout . . I,- "

the life cycle of the microburst. It can be seen from this plot > 0.. .",.A ,. "-4 1 < .." 'V''/ " ,,V AV/AR '
that the maximum AV/&R was not coincident with the time 10- .,- -  r

of maximum AV. The event pulsed a number of times prior < 0,
to dissipation. In fact, the &V of the outflow was greater 0 5 10 15 20 25 30 35 40 45 50 55 60
with each subsequent pulse. &Time (minutes)

An assessment of how this microburst would have
affected an aircraft's performance can be made by consider- Figure 9. AV/&R (m/s per kin) and LV (mis) vs. LTime (rain.)

ing the F-factor, a derived quantity which characterizes the (FL-2) for the Claycomo, Missouri microburst on July 30, 1989.

effect of a wind shear encounter on the flight performance T=O is 084828 UT. The heavy vertical line indicates the time of
maximum surface outflow.

of an aircraft as a function of &V/AR. Targ and Bowles

(1988) define the F-factor as: where -y is the flight path angle, TAS is the true air speed

Dvx Dv, of the aircraft, g is the gravitational constant of acceleration,
Dt COs + Dt W and W is the vertical wind velocity. The substantial deriva-

o + _ AS tive with respect to time is given by:
g g TAS



3. CONCLUSION
Dvx _ 8Vx 8Vx 8Vx

- - + Vh - + V 8 On July 30, 1989, a strong multicell thunderstormDt 8t Sx 8
near Claycomo, Missouri produced a microburst with a
maximum differential velocity of 45 m/s. This was the

where Vh is the horizontal component of the aircraft veloc- strongest microburst observed during the 1989 data collec-
ity, V, is the vertical component of the aircraft velocity, and tion season in Kansas City. The microburst was preceded
bv,/dx and bvx/dz are the horizontal and vertical components by mid- and upper-level velocity features as well as a de-
of the wind, respectively, along the flight path of the aircraft. scending high reflectivity core. For this case, each surface
Assuming a "frozen" wind field in time, stable flight velocity differential pulse was preceded by a descent in
(y = 0), and Vh = TAS, the F-factor is approximated by: CGZ. The average VIL at the beginning of the CGZ descent

was a good predictor of the ranking of the surface velocity

TAS___ differential pulse magnitudes. An analysis of the maximum
SX W AV/AR and F-factor revealed that this microburst would
F =S have been a considerable hazard to an aircraft penetrating

the outflow.

In a paper by Elmore and Sand (1989), F-factor was plotted
as a function of !V/AR for 39 microbursts. In their analysis, ACKNOWLEDGEMENTS
a TAS of 75 m/s was used in the space-to-time conversion
from AV/AR to Dvx/Dt. W is estimated from a sine wave The authors would like to thank Dr. James Evans, Dr.
model of divergent outflow. An F-factor of 0.13 is said to Marilyn Wolfson, Cynthia Engholm, and Seth Troxel for
be the nominal value for aircraft performance to be margin- their editorial comments and meteorological insight. We
al for level flight, would also like to acknowledge Douglas Piercey of the FL-2

radar and the LND radar crew whose efforts in the early
In the case of the Claycomo microburst, the maxi- morning of July 30 helped make this work possible.
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A PROTOTYPE MICROBURST PREDICTION PRODUCT FOR THE TERMINAL DOPPLER WEATHER RADAR

Steven D. Campbell and Mark A. Isaminger

Lincoln Laboratory
Massachusetts Institute of Technology

244 Wood Street

Lexington, Massachusetts, U.S.A.

1. INTRODUCTION (1988) to describe the storm evolution prior to a microburst

This paper describes a prototype microburst predic- outflow. The model for high reflectivity microbursts devel-

tion product for the Terminal Doppler Weather Radar oped by Roberts and Wilson (1989) encompasses the vast

(TDWR). The prediction product was evaluated for micro- majority of Kansas City microbursts. In this model, the com-

bursts observed during the spring and summer of 1989 at bination of an increasing radial convergence at or near

Kansas City. Results are presented demonstrating reliable cloud-base and a descending reflectivity core was deemed

prediction of high reflectivity microbursts of at least 15 m/s a good radar indicator of a downdraft. The presence of rota-

outflow intensity from single-Doppler radar data. The ability tion or reflectivity notches in comoination with either of the

of the algorithm to predict microbursts approximately five above features was also considered a microburst precursor.

minutes prior to the onset of surface outflow could be used The characteristics of a typical Kansas City micro-
to improve air traffic control (ATC) planning and to improve burst producing cell were determined based on an examina-
hazard warning time to pilots. In particular, this prodict tion of radar data for 18 events reaching a magnitude of 15
could allow aircraft to avoid an impending microburst haz- m/s or greater. As shown in Table 1. the most reliable feature
ard, rather than penetrating it. was a descending high reflectivity core, which was observed

The present TDWR microburst recognition algo- in over 90% of the cases. Cyclonic rotation, anticyclonic rota-

rithm uses features aloft such as reflectivity cores and con- tion, convergence, and upper divergence were observed in
vergence to recognize microburst precursors. The algorithm three-quarters of the events. Kansas City microbursts were

uses precursors to make a microburst declaration while the just as likely to be preceded by rotation and upper divergence

surface outflow is still weak, thereby improving the hazard as convergence.
warning time (Campbell, 1989). The microburst prediction The lead times from Table 1 were used to develop
product is an extension of the algorithm to predict micro- a conceptual model for the evolution of a typical Kansas City
bursts from these precursor signatures. The prototype predic- microburst. In the early stage of development, an updraft is
tion product is tuned to predict the high reflectivity micro- indicated by the upper-level divergence at T-9 (i.e., nine
bursts typical of humid regions of the United States. minutes prior to the surface outflow initially reaching 10

The paper begins by reviewing conceptual models m/s). At T-7, rotation is first observed in the cell at mid-le-

for microburst development and comparing them to the ob- vels. The reflectivity core descends at T-5 minutes, shortly

served characteristics of Kansas City microbursts. The proto- after convergence is apparent within the core.

type prediction product is then described, and performance Of the features aloft observed, the descendinc re-
statistics are presented. Finally, failure mechanisms and fu- flectivity core was the most reliable indicator of downdraft
ture work are discussed. onset. The lead time for the observation of descending cores

2. MICROBURST PRECURSORS had a standard deviation of 2.3 minutes. There was greater
variability in the lead time for the mid- and upper-level ve-

Research in Colorado (Fujita and Wakimoto, 1983, locity features, with standard deviations ranging from 4.7 to

Roberts and Wilson, 1989, and Biron and Isaminger, 1989), 5.7 minutes.
Oklahoma (Eilts, 1987), and Alabama (Isaminger, 1987)
identified precursors to microbursts such as descending re- 3. PRODUCT DESCRIPTION

flectivity cores, mid-level rotation and convergence, reflec- The microburst recognition algorithm relies on the
tivity notches, upper-level divergence and lower-level diver- ability of the TDWR to scan both at the surface for micro-
gence. Conceptual models were developed by Fujita and burst outflows and aloft in the parent cloud for features asso-
Wakimoto (1983), Roberts and Wilson (1989), and Campbell ciated with microbursts, as shown in Figure I (Campbell.

* The work described here was sponsored by the Federal Aviation 1988). Features aloft associated with microbursts include

Administration. The United States Government assumes no liabil- high reflectivity cores, mid-level convergence and rotation.
ity for its content or use thereof. and upper-level divergence. These features aloft can be used

7



Upper Divergence
Table 1. Radar observables in Kansas City micro-

burst producing cells. Percent occurrence,
lead time prior to onset of surface outflow

and standard deviation, based on 18 micro-
bursts reaching 15 m/s.

% Lead time Std.Dev. Reflectivity CoreAloft
Radar Feature Occur. (min.) (min.) Storm Cell / ovre Scans

Upper divergence 72.2 9.0 5.7

Cyclonic rotation 77.8 7.0 4.7 R t

Anticyclonic rot. 77.8 7.0 5.5 Surface
SDivergence Scan

Convergence 77.8 5.8 5.7 
De ne c

Descending core 94.4 5.0 2.3 Figure 1. Illustrotion of TDWR scanning at surface for microburs;

outflows and aloft in parent storm for features associateC
with microbursts.

to both confirm the existence of a microburst outflow and not predict the strength of the outflow, although the site
to predict a future microburst outflow, adaptable parameters are intended to predict those micro-

The current TDWR microburst recognition alga- bursts reaching at least 15 m/s (30 knots) intensity.

rithm detects microburst precursor signatures which typically It should be pointed out that the current version of
precede the surface outflow by five to ten minutes. The crite- the prediction product is aimed at predicting high reflectivity
ria for declaring a microburst precursor are that a reflectivity microbursts of the type commonly found in the Southeast
core must be detected along with a mid-level convergence, United States. This type of microburst activity is expected
mid-level rotation (cyclonic or anticyclonic) or upper-level to predominate at practically all airports scheduled for

divergence. The reflectivity core must meet certain site TDWR deployment, except for dry environments such as
adaptable criteria, such as a minimum height of 4.5 km and Denver which are characterized by low reflectivity events.
a maximum reflectivity of at least 54 dBZ. In addition, one
of two additional criteria must be satisfied: either the reflec- 4. PERFORMANCE STATISTICS

tivity core must be descending, or a convergence (or rotation) The prototype microburst prediction product was
must extend below 3.5 km altitude. These criteria are in- tested using data from the FL-2 TDWR testbed radar oper-
tended to detect the presence of a strong downdraft which ated by Lincoln Laboratory at Kansas City during the sum-
will lead to a microburst outflow at the surface. mer of 1989. The algorithm performance was assessed for

Microburst precursor signatures are used in the cur- eleven days between 14 May and 28 August on which micro-

rent algorithm to increase the timeliness of microburst decla- bursts occurred. Only those cells which developed in the air-

rations (Campbell, 1989). Normally, the microburst algo- port sector and within 35 km of the FL-2 radar were consid-

rithm must wait until a microburst outflow is detected on ered (see Figure 2). A microburst was defined as a 10 m's

successive surface scans spaced one minute apart, and the or greater radial divergence either at the surface or below

second outflow must be at least 10 m/s (20 knots). However, 1 km AGL, as observed by either the S-band FL-2 radar or
when a precursor signature is detected the microburst can the C-band UND radar operated by the University of North

be declared when the initial, weak (< 10 m/s) surface outflow Dakota.

is detected. The resIts of this assessment are shown in Table

The microburst prediction product is a simple ex- 2. A total of 89 microburst events were examined, 36 of

tension of the existing microburst precursor recognition ca- which reached 15 mls intensity. The product successfully pre-
pability. The first time that a precursor is detected for a par- dicted 61% (22 of 36) of the microbursts that reached 15 m's.
ticular event, a microburst prediction is issued for five There were 45 microburst predictions issued, of which 40
minutes in the future at the precursor location. This rredic- (89%) resulted in microbursts of at least 10 m's, and 5 (11 %
tion is counted down for each subsequent surface scan (once were false alarms. The median time from initial prediction
per minute) until either the microburst occurs or a total of to onset of surface outflowwas 5.0 minutes with a standard
seven minutes elapse. The prototype prediction product does deviation of 2.8 minutes.
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Figure 3 summarizes the velocity features aloft that
were found by the algorithm when microburst precfiction

Airport were made (note: more than one velocity feature may be
Scan

Sector identified by the algorithm for a particular event). Cycloni:
35 km or anticvclonic rotation was found for slightly more than half

of the predicted events. Convergence was detected in 30"
of the cases, while upper-level divergence was seldom used
to make a prediction. Reflectivity cores were identified in all

Airport cases (as required by the current algorithm), however, tht

core was identified as descending in only one-half of the

cases. When compared to Table 1, these results suggest tha'
120° the current algorithm does a credible job in detecting rota-

FL-2 tion, but needs improvement in the detection of mid-level
UND convergence and upper-level divergence, and in the ability

to declare cores as descending.
60-

Figure 2. Radars used in 1989 Kansas City operation.
: 40.

Table 2. Kansas City Microburst Prediction
Product Statistics.

Number of events 89

Cal 20

Number of events > 15 m/s 36

10-

Number of events > 15 m/s 22 (61%)
successfully predicted

Number of predictions issued 45 Cycl. Rot. Anti. Rot. Cony. Upper Div.

Figure 3. Velocity features aloft identified by algorithm
when microburst predictions were made

Number of valid predictions 40 (89%) (percent occurrence for 40 cases).( 10 in/s outflow) 5. FAILURE MECHANISMS
Number of false predictions 5 (11) In this section, the failure mechanisms of the algo-

rithm will be examined. Three of the fourteen microbursts
Median prediction lead time 5.0 which were not predicted exceeded a velocity differential of

(minutes) 20 m/s. Therefore, it is important to further analyze these

Standard deviation of prediction 2.8 so that improvements can be made to the prediction product.

lead time (minutes) As seen in Figure 4, half of the missed predictions

were because the reflectivity core did not attain the maximum

Of the 40 valid predictions, there were two which height threshold of 4.5 km. Other causes for missed predic-

did not reach 10 m/s from the FL-2 perspective, but did from tions were: no reflectivity core detected, overlap with a preex-

the UND perspective. A likely cause of the difference in ob- isting microburst, not attaining the maximum reflectivity

served intensities is asymmetry in the microburst outflow, threshold, and no velocity feature detected. It appears that

There were two additional events which exhibited divergence there is a class of lower reflectivity Kansas City microbursts

above the surface but below I km AGL. These events may which did not meet the current criteria for precursor declara-

be instances of the microburst divergence not reaching the tion

surface due to a shallow layer of cold air from a previous Further analysis of the prediction product perform-

outflow. These results suggest a potential use for features ance suggests that the criteria used for reflectivity core heicht

aloft in compensating for outflow asymmetry and the detec- (4.5 kin) and maximum reflectivity (54 dBZ) may be too re-

tion of mid-air microbursts. strictive for the Kansas City environment. These criteria were
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60 Other areas for future work are to improve the accu-
racy of prediction time and to add outflow strength prediu-
tion. Work has begun at Lincoln on the use of storm liquid

50- water content to improve prediction time accuracy, and to

potentially provide microburst strength and trend estimates

u40 7. SUMMARY

jA prototype TDWR microburst prediction product
0 30. was developed as an extension to the existing TDWR micro-

burst recognition algorithm. This product was evaluated in

€ 2oj the Kansas City environment and shown to predict over 637V
uof microbursts reaching 30 knots intensity. The average lead

time from initial prediction to onset of surface outflow was

10. five minutes. Of the predictions issued, nearly 90% resulted
in microbursts of at least 20 knots intensity. Thus, favorable
performance was demonstrated in a wet environment likelt

0 to be representative of most TDWATR installation sites. It was
< 4.5 km No core Near MB < 54 dBZ No Vel. shown that minor changes to site adaptable parameters could

Figure 4. Reason for missed predictions of Kansas City improve the prediction rate and reduce fa1 se predictions
microbursts (percent occurrence for 14 cases). Further testing of the product will be conducted at

developed based on an earlier examination by Isaminger Orlando, FL during the summer of 1990. Plans for these tests

(1987) of microbursts in the Huntsville, AL area. It was include operational evaluation of the prediction product by
found that the core height threshold could not be lowered ATC personnel, and real-time display in the cockpit of an
without causing an unacceptable increase in false alarms. experimental aircraft. Longer-term work is planned to im-

However, lowering the reflectivity threshold to 51 dBZ would prove prediction of lower reflectivity events, and to include
increase prediction POD to 67% without impacting the false microburst strength prediction and trend estimation.

alarm rate.
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PREDICTING SUMMER MICROBURST HAZARD
FROM THUNDERSTORM DAY STATISTICS *

Joseph A. Cullen and Marilyn M. Wolfson
MIT Lincoln Laboratory

Lexington, Massachusetts 02173

1. INTRODUCTION in which microburst activity is known to be at its peak. Thus.

Low-altitude wind shear, specifically, the aviation- our derivation will predict the average number of summer

hazardous form of wind shear known as the microburst, has microbursts occurring at most airports for which thunder-

been cited as the cause of several aviation disasters over storm day data is available.

the past two decades (Zorpette 1986). Microbursts are 3. RELATING MICROBURSTS TO THUNDER-
strong, small-scale convective storm downdrafts that impact STORM DAY STATISTICS
the ground and cause a violent divergent outflow of wind.
The Federal Aviation Administration (FAA) recently 3.1. Determining a Region of Applicabilitv

awarded a contract for the production of 47 Terminal Dop- The method for comparing the number of
pler Weather Radars (TDWRs) to detect microbursts (Evans microbursts that occur around an airport to the actual num-
and Turnbull 1989, Turnbull et al. 1989). Since the TDWR ber of thunderstorm days recorded there requires an esti-
systems are expensive, only a limited number will be avail- mate of the actual distance over which thunder can be heard
able for use at major U.S. airports. In deciding which air- by weather observers. Ideally, thunder can be heard at dis-
ports will receive the TDWRs or any other advanced detec- tances as great as 25-30 km (Viemeister 1961), but a
tion equipment, such as the ASR-9 with wind shear detec- weather observer stationed at an airport would hear thunder
tion capability (Weber and Noyes 1988) or the Enhanced over a smaller area because 1) the observer spends most

Low Level Wind Shear Alert System (Barab et al. 1985), of the time indoors performing various duties and 2) the din
a detailed cost-benefit study will be performed (Martin Ma- of air traffic drowns out thunder originating at great dis-
rietta Information Systems Group 1989). One factor that tances. Thus, we define the Thunderstorm Day Observation

would aid in determining the benefit of advanced wind shear Region (TDOR) as a circle of radius 15 km around the

detection equipment is a knowledge of the average relative weather observation site. Only the microbursts that occur
microburst threat at each major airport. Using "thunder- within the TDOR will be related to the thunderstorm day
storm day" statistics and the results of measurements by the statistics.
FAA TDWR testbed systems, we propose a method for pre- 3.2. Tallving Microbursts in the TDOR
dicting this threat. To count microbursts in the TDOR, we chose to use
2. THE STUDY mesonet data instead of Doppler radar data, or a combina-

Microburst statistics are not routinely collected, so tion of both, because the mesonet operated continuously and

some other convective storm related data must be used to also provided us with an additional year of data (Wolfson

determine the level of microburst hazard at each U.S. air- 1989). Even though the mesonet does not sample uniformly,

port. One thunderstorm related statistic with a long archive we can be assured that most microbursts that did fall in the

and nationwide coverage is the "thunderstorm day", a calen- net were detected because of the fairly dense station spacing

dar day on which thunder is heard at least once by a weather
observer (Department of Commerce 1958). Thunderstorm Table 1 . Average station spacing (only those stations within 15

day statistics have been gathered at NWS offices around the km of NWS site were used), coverage areas end scale factors usec

country for approximately 100 years. for each mesonet site.

Using actual TDWR testbed microburst data obtained AG APPROX. SCALE

* evrMESONET SITE BETWEEN COVEAGOFE SATOin Memphis (1984 and 1985), Huntsville (1986), and Denver STATIONsVERAG FACTOR

(1987 and 1988) and the reported number of thunderstorm (kM) _s_ __)

days at these sites, we use statistical regression techniques Memphis 1984 1.90 190 3.72
to derive a mathematical relationship between microburst
occurrence and the number of thunderstorm days recorded Memphis 1985 2.16 240 2.95

at each location. Huntsville 1986 (w/ PAM)' 1.89 300 2.3E

The time period common to all our data is June 8 Huntsville 1986 (w/o PAM) 2.51 250 2.83
to September 8. This corresponds closely to the climatologi-
cal definition of summer (June 1 to August 31), the season Denver 1987 & 1988 1.36 200 3.53

* The 1986 mesonet was enhanced by the presence of 41 add,to
r -

The work described here was sponsored by the Federal Aviation al portable automated mesonet stations during the COHMEX Pro -

Administration. The United States Government assumes no liability act (Dodge et al. 1986) in June and July. This resuited ,n two d'e-
for its content or use thereof, ent average station spacings for that yna'
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(Table 1 ). Microbursts which impacted the mesonet were tion of isotropic microburst occurrence is supported by the
identified by DiStefano (1987, 1988), Clark (1988), and observed distribution of mesonet-detected microbursts
DiStefano and Clark (1990). They found only a few micro- (e.g., Figure 2). The scale factors used for each network are
bursts that were detected by Doppler radar but not by the given in Table 1. The actual thunderstorm days recorded
surface weather station network. Since these misses repre- by NWS observers from June 8 through September 8 at each
sent a very small percentage of the total number of observed of the sites (T) and the scaled number of microbursts appro-
microbursts, a correction for microburst misses by the me- priate for comparison (M) are given in Table 2
sonet was deemed unnecessary.

Given that mesonet data is to be used for counting t..LI~..
microbursts in the TDOR, an area of coverage for each * 0 5 km

mesonet must be determined. The coverage area will be the * .9 *

sum of the individual mesonet station influence areas and *:
will determine the fraction of the TDOR that was sampled.
The influence area for a single mesonet station can be esti-
mated from the working definition of a microburst. Fujita
(1985) defines a microburst as a wind velocity differential * *.

of at least 10 m/s over a distance of 4 km or less. Therefore, * r--* •
if we assign an influence area equal to a circle of radius • *
2 km to each mesonet station, even a weak microburst, with *
a velocity differential of 10 m/s impacting two mesonet sta- ** , ., *
tions exactly 4 km apart, will be detected just within the in- 2+- FL-2

fluence area of the two stations. The average station spacing
for each network provides solid areal coverage over most Figure 2 . Locations of the 1987 mesonet-impacting microbursts
of the mesonet. at the times of their peak strength (DIStefano, 1988). Solid horizo,'-

tel and vertical lines represent position of runways at Stapleton inter-
Since we ultimately want to project how many national Airport. Similar Isotropic distributions were observed during

microbursts occurred within the TDOR based on our 1985 and 1986 In Memphis and Huntsville, respectively (DiStefano

mesonet-detected microbursts that also occurred there, we 1987, Clark 1988).

need to determine the intersection of the solid area of
mesonet coverage (given by the union of all the stations' 4. RELATING WET AND DRY MICROBURSTS TO
influence areas) with the TDOR. This intersection yields an THUNDERSTORM DAYS
approximate area of coverage. An example of a mesonet's Our results show that microbursts occur mainly onareal coverage is shown in Figure 1 along with the 15-knOrreutshwhamiobstocrminyo
radius circle bounding the TDOR. thunderstorm days in the southeastern part of the country,

whereas many microbursts occur on days that are not thun-

derstorm days in the Denver area (Table 2 ). This is due
to the common occurrence of dry microbursts in the Western
Plateau. Dry microbursts originate from benign-looking,
high-based cumulonimbus clouds that produce little if any
surface rain (Krumm 1954; Wakimoto 1985; Wilson et a].
1984). These clouds are less likely to produce lightning (and
therefore thunder) than the more typical low cloud base,
heavy rain thunderstorms (Williams et al. 1989a).

Table 2 . Summary of scaled mlcroburst and thunderstorm day
data for each mesonet site. T Is the observed number of thunder-
storm days, M the total number of microbursts, MT the number of
microbursts on thunderstorm days, Mx the number of microbursts
on non-thunderstorm days, Mwet the number of wet microbursts,

K 7,, and Mdry the number of dry mlcrobursts.

Figure 1 . Area of coverage for mesonet at Denver, CO. Circles 'T IM MT MX Mwet Mdy
of radius 2 km represent Influence areas of Individual mesonet ste- arnE
tions, outer boundary of TDOR Is visible at comers of Illustration, -"

and total area of mesoner coverage Is represented by Irregularly M 84 21 48 37 11 48 0
shaped polygon.

M 85 24 77 71 6 77 0

If we assume microburst occurrence is random and
evenly distributed, multiplying the number of microbursts H 86 23 132 125 7 132 0
detected within the mesonet coverage area by a scale factor D 87 30 297 177 120 92 205
equal to the ratio of the area of the TDOR to the mesonet
coverage area will yield a projected number of microbursts 0 88 27 406 289 117 120 286
occurring within 15 km of the observation site. This assump-
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To check this assumption, we examine the surface in 1987, and 33% in 1988 were associated with surface rain-
rainfall characteristics of microbursts that occur both on fall.
thunderstorm days (given the symbol MT) and on non-thun- 4.2. The Dependence of M,.N t on T
derstorm days (Mx). The total number of microbursts may Because two distinct types of microbursts occur in
be subdivided according to: Denver and only one type occurs in the Southeast, an at-

M = Mwet + Mdry tempt to relate M, the total number of microbursts, to T us-

ing data from the two climatological regions would be inap-

where M is the total number of microbursts that occur, Mwet propriate. It is more appropriate to relate similar types of

the number that occur with measurable surface rainfall, and microbursts to thunderstorm days. For Denver, Mwet is

Mdry, those without measurable surface rainfall. However, equal to only a fraction of the total number of microbursts

it is also true that However, we assume that MVIet = M in the Southeast, where
we believe all microbursts are wet. Dry microburst occur-

M = MT + MX. rence in the Denver area will be considered in Section 5.

A least-squares statistical regression can be per-

Because the type of microbursts in Denver appear different formed to determine the relationship between Mlwet and T.

from those typical of the Southeast, we can anticipate that The data was fit using the three basic mathematical models

it will be necessary to derive two different equations to pre- shown in Figure 3 . Since the data consists of only six points

dict summer microburst occurrence in these regions. (including the origin), only integer exponents are consid-
ered.

4.1. Rainfall Characteristics of Mx and MT The rms error resulting from the least-squares fit of

All of the microbursts on non-thunderstorm days each model is indicated in parentheses in Fig. 3 . Based on

(Mx) in Denver 1987 were "dry" (Table 2 ); no measurable these errors, the linear model provides the best fit for the

rainfall was detected at the surface. In Denver 1988, radar data and will be used as the expression relating Mwct to T.

and mesonet data indicate only 21% of the microbursts on The coefficient "a" resulting from this fit is 3.7 ± 0.5. where

non-thunderstorm days were wet. Thus, as expected, the 0.5 is the standard deviation of the regression coefficient.

vast majority of microbursts occurring on non-thunderstorm This implies that, on average, 3 or 4 wet microbursts occur

days in Denver were dry. within a TDOR on a given thunderstorm day. It is worth not-
ing that the errors here are quite large. Not only is the sam-

In contrast to Denver, microbursts rarely occurred on ple small, but the available thunderstorm day data all falls
non-thunderstorm days in the Southeast. During the study within a very limited range, indicated by the shaded region
period, only 9% of the microbursts were observed on non- in Fg. 3 .More data over a larger number of years and a
thunderstorm days (Mx) in Memphis and Huntsville (Table greater range of thunderstorm days is needed before much
2 ). Radar and mesonet rainfall data indicate at least 75% confidence can be placed in the linear model.
of these microbursts were wet. The rainfall characteristics
of the other two events could not be determined because _ _ _ _

of lack of radar and rain gage data. (Interestingly, 38% of 20

these microbursts on non-thunderstorm days occurred near aT 2

the outer boundary of the TDOR.) (70.9)

Based on the surface rainfall information, we found 150

that the microbursts on non-thunderstorm days (Mx) were -

both wet and dry in Denver and only wet in Huntsville and D
Memphis. The observation of wet microbursts on non- 10loo-

thunderstorm days suggests possible observer error. Wil- t
liams et al. (1989b) found only a small percentage of wet ,
microbursts in 1987 and 1988 in Huntsville that were not .
accompanied by lightning, and these microbursts were very 50-
weak. Radar data for 6 of the 7 microbursts on non-thunder- C M84

storm days in Denver 1988 showed 40-55 dBz cells were - (63.1  3
present within 10 km of the observation site (Stapleton Inter- aT•" - (86.0)

national Airport). Corona current measurements (Williams 0 1
1989) showed lightning was in the area during at least 5 of 0 10 20 3D 4D

the events. However, the relationship between high radar NUMBER OF T-STORM DAYS (JUN 8 - SEP 8)

reflectivity and lightning occurrence, and the exact locations Figure 3 . Results of least-saueres fits of selected models to the
of the lightning detected by the corona probe measurements Mwet end T date shown In Table 2. Shaded region accentuates the

are uncertain, so we cannot state conclusively that these oc- limited range of data currently available for T
currences represent observer error.

All microbursts in Memphis and Huntsville occur- Assuming that each individual thunderstorm has th2,

ring on thunderstorm days (MT) were associated with sur- potential to spawn a microburst. we can speculate that more
face rainfall, However, in Denver only 52% of the events microbursts are likely to occur within a confined area (ic.
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the Thunderstorm Day Observation Region) on a given thun- dicting the average summer hazardous microburst frequency
derstorm day in the southern regions of the country (where for an airport area, two additional factors need to be taken
thunderstorms are more frequent) than are likely to occur into account. These are described below.
within the same area in the northern regions. Remembering 6.1. Minimum Wind Shear Threshold for Hazard
that a weather observer records a thunderstorm day if he
hears thunder at least once during any calendar day, it is The first TDWR Operational Demonstration con-
plausible that the relationship between wet microbursts and ducted during July and August of 1988 at Stapleton Interna-
thunderstorm days is nonlinear. The limited data we have tional Airport in Denver (Turnbull et al. 1989) revealed that
to date suggests a linear relationship, but the acquisition of microbursts with differential velocities less than 15 m/s have
additional data may change this result. very little impact on aircraft performance. However, the

data used in this derivation defined a microburst as having
5. PREDICTING MICROBURST OCCURRENCE a differential velocity of 10 m/s or more. Single Doppler

5.1. PredictingA Mwet peak estimates for microbursts which impacted the mesonet
from 1985-1988 indicate that approximately 65% of both

To predict wet microburst totals in the Southeast and wet and dry microbursts detected by mesonet had a differen-
the Western Plateau region, direct use of the linear relation- tial velocity greater than 15 m/s. The single Doppler peak
ship between wet microburst totals and thunderstorm days estimate is comparable to the headwind-tailwind shear an
is appropriate. This results in the following expression for aircraft would encounter during microburst penetratior
the total number of wet microbursts. Therefore, microburst totals predicted by our derived equa-

tions, multiplied by 0.65. will give the number of aviation-
hazardous microbursts.

Met = (3.7 ± 0.5) T 6.2. Airport Microburst Hazard Region

The TDWR Users Working Group recommends that
The problem of predicting the total number of dry a wind shear alarm region extend 3 nautical miles (5.6 kmi

summer microbursts in the Western Plateau region is dis- from the end of airport runways (to protect the glideslope
css er icrthforin tsetrn Ppaths) and be I nautical mile (1.6 kin) in width. Since most
cussed in the following section. airport runways are not longer than 4 km in length, the re-

5.2. Predictin2 Mdrv gion to be protected corresponds to approximately 25 square

Dry microbursts occurred commonly on both thun- km per runway. The total area of the alarm region will var'

derstorm days and non-thunderstorm days in Denver, and from airport to airport, depending on the number of runwas
in inconsistent proportions to the wet microbursts on those in use. However, our derived equations predict the number

days in the two different years of data. Remarkably consis- of microbursts expected within a circle of radius 15 km

tent, though, was the percentage of the total summer around an airport (the "TDOR"). Thus, to provide micro-

microbursts that were dry; this was 69% in 1987 and 70% burst totals that represent the aviation microburst hazard

in 1988. at each site, the number of predicted microbursts must be
reduced by a factor R, the ratio between the areas of theThis observed consistency can be exploited in pre- wind shear alarm region of the airport of interest and the

dicting M for Denver and the Western Plateau; assume Mwet wdsr region

determined in Section 5.1 is equal to 30% of the total num-

ber of microbursts. Then, if the wet to dry microburst ratio wind shear alarm,
in Denver is characteristic of the entire Western Plateau, the R = region area (km)

equation projecting the total number of microbursts in the
Western Plateau region is given hy

WESTERN PLATEAU 6.3. Final Microburst Airport Hazard Equations

The inclusion of the factors mentioned in the preced-
Mwet - (12.3 ± 1.7) T ing sections yields the final equations to be used to predict

relative summer microburst hazard at U.S. airports. They
are

where the standard deviation of the regression coefficient
determined in Section 4.2 has also been increased by 70%
to 1.7. Thus, the average number of microbursts per re- b EQUATION A:

To be used for all parts of the countrv
corded thunderstorm day in a Western Plateau TDOR is except the Western Plateau

more than three times greater than in the rest of the country.

6. PREDICTING AVERAGE SUMMER AIRPORT (2.4 -0.3) T R

MICROBURST HAZARD

To convert the equations for predicting mean sum-
mer microburst frequency in a TDOR into equations for pre-
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EQUATION B: The National Climatic Center and personnel at the Men-
To be used for the Western Plateau phis, Huntsville, and Denver National Weather Service c'f-

region only fices supplied the thunderstorm day data
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Aspect Angle Dependence of Outflow Strength in Denver Microbursts:
Spatial and Temporal Variations

Robert G. Hallowell

M.I.T. Lincoln Laboratory

Lexington, Massachusetts 02173

1. INTRODUCTION 2. DATA

NUT Lincoln Laboratory is being sponsored by the Single-Doppler radar measurements were collected
Federal Aviation Administration (FAA) to develop and test in Denver during 1987 using the FL-2 S-Band (Lincoln Lab-
the Terminal Doppler Weather Radar (TDWR) wind shear oratory) and UND C-Band (University of North Dakota) ra-
surveillance system (Turnbull et al. 1989). As part of this dars. As shown in Figure 1, the UND radar was located 20.3
program Lincoln has developed algorithms for automatically km north and 1.6 km east of the FL-2 radar. The radar scan-
detecting microbursts, or thunderstorm outflows using the ning was coordinated to cover microbursts that occurred in
radial velocity data gathered from a single TDWR. Output favorable dual-Doppler regions. For each scan of an event.
from the detection algorithms will be used to warn aircraft the two-dimensional wind field was calculated using the
of microburst hazards. While the success in automatically multiple Doppler radar synthesis system suggested b\
detecting microbursts using the Lincoln Laboratory micro- Brown et al. (1981). Surface dual-Doppler wind fields at
burst detection algorithm has been encouraging (Merritt et 250 meter resolution were synthesized from the radar radial
al. 1989), one issue which continues to cause concern is mi- velocity fields. The paired radar scans were all surface tilts
croburst asymmetry. Asymmetry, or aspect angle depen- (0.3°-0.5 ° ) and had time differences of less than 1 minute.
dence, in microbursts refers to outflows that have a diver- In addition the beam intersection angle of the radars had
gent surface outflow strength or extent that varies depending to be greater than 30° and less than 1500 (denoted as the
on the aspect (or viewing) angle of the radar. shaded area in Figure 1).

The TDWR detection algorithms utilize input from The raw two-dimensional wind fields were then
a single Doppler radar; therefore, an asymmetric microburst smoothed using 3 iterations of a simple 3-by-3 median fil-
may be underestimated or go undetected if the radar is view- ter, with 4 of 9 points required to be valid. This smoothing
ing the event from an aspect angle where the strength of technique had the advantage of filling some small holes in
the outflow is weak. Additionally, the size and location of the data without artificially expanding the analysis region
the event may be distorted when the outflow extent is signifi- greatly. The 10% trimmed mean wind was then removed
cantly asymmetric. Most of the present outflow modeling A trimmed mean was used to reduce the impact of erro-
and detection methods are based on the assumption of axial neous wind values on the mean wind. This final perturbation
symmetry both in the strength and extent of outflows. Asym- wind field was used for all analyses.
metry in microbursts, therefore, is a major concern for A wide variety of cases were chosen for this analysis
TDWR microburst detection performance. to obtain a representative sample of the microbursts found

Past work by Wilson et al. (1984) and Eilts (1987, in the Denver environment (Table 1). The "scans" column
1988) has indicated that some microbursts are highly asym- in Table 1 indicates the number of observations of a particu-
metric, for at least a portion of their lifetime. HowAever, this lar event, "peak reflectivity" (surface) is listed to show that
previous work has been limited in scope to single "snap-
shots" of the microbursts, generally at their peak outflow
strength. Strength asymmetries from these previous studies 30'
indicated asymmetry ratios (maximum over minimum s ":-.
strength) ranging from 1.3:1 to as high as 6:1. None of the "'.

studies dealt with shape (or extent) asymmetries.

This paper describes the results from a detailed stud) 15
of 96 individual observations from 27 microburst events.
Measurements were taken to determine both the strength
and extent of each microburst at multiple aspect angles. The
data clearly show that microbursts, on average, have maxi-
mum strengths and extents which are 1.9:1 and 1.5:1 asym- F-2
metric, respectively.

_15 krn

The work described here was sponsored by the Federal Avi- 2C k

ation Administration. The United States Government assumes no Figure 1. Relative locations of UND and FL-2. Shaded region
liabiiv for its content or use thereof, denotes valid dual-Doppler region
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both "wet" and "dry" microbursts were examined, and the
"maximum strength" indicates the largest differential veloc- 20 stop
ity over all the aspect angles and observations of an event.

10
2.1. Data Accuracy start

The accuracy of the strength estimates used in this Velocity 0

analysis is on the order of ±0.5 m/s. However, the layering (m/s) L
of polar data to Cartesian grids and the application of a me- -10 extent
dian filter causes a general 15-20% reduction of raw velocity 0

measurements. This reduction is uniform and therefore does
not affect the asymmetry statistics presented here. Since the -20 2 4 6 8 10
strengths shown here would likely be perceived in raw radar Radial Distance (km
data at slightly higher levels, some weak microburst events
(<lOm/s) were included in this analysis. Shape estimates Figure 2. Typical velociy profile trough microburst center.
have a gerneral accuracy of ±:0.35 kmn. (surrounded by regions of convergence) were identified and
Table 1. Denver, Co microburst cases used in asymmetry analysis, analyzed for multi-cell and line microbursts.

Peak Max
Date Case# Tirnes(UT) Scans Reflect. Strength Once an event was drawn, the velocity difference

(dBz) (M/s) across every unique gridpoint pair within the polygon was

5 calculated, taking into account the relative aspect angle of7/16 1 2306-2320 5 15 24

2 2307-2313 4 13 26 the segment. Note that the differential velocity measurement
'7.28 3 2320-2235 8 31 16 was calculated between two points: no shear threshold %as

4 2220-2233 8 36 i5 set for the intervening points. The strength calculations were
5 2220 1 12 10 only performed on points whose connecting lines were com-
6 2224 1 34 16

2241-2243 3 49 1pletely contained within the defined polygon. It was assumed
8 2248-2250 3 54 24 that points within the polygon were generally divergent be-
9 2256-2257 2 49 18 cause the sides of the polygon limit the strength analysis to

731 10 2251 1 4 1 the microburst outflow region.
11 2251-2256 5 43 10
12 2252-2256 4 38 1 The relative aspect angle of the line formed by each
13 2255-2301 6 38 13
14 2259-2300 2 35 10 pair of gridpoints was determined by placing a fictitious ra-

8/2 15 2243-2247 5 28 10 dar 15 km from the centroid of the polygon. As shown in
16 2247-2257 11 33 13 Figure 3, the radar which has a beam parallel to the test
17 2252 1 10 12 segment within the polygon (thick line on figure) defines the
19 2026-2029 4 16 11 aspect angle of that segment. In the example shown the as-

9/3 20 2135-2145 3 31 14 pect angle of the segment is 130* (relative to the event pol\-
21 2145 1 13 10 gon, not the radar).
22 2145 1 5 5
23 2150-2200 3 27 18
24 2200-2205 2 20 15
25 2200 1 0 8 0

9/4 26 2015-2018 2 23 15 RANGE=15KM 30 NORTH
9/11 27 0258-0308 3 56 24

15 KM

3. ANALYSIS METHODOLOGY

Figure 2 illustrates the velocity trace along a line E g-
ment passing through the center of a microburst. The seg- 90
ment between the start and stop arrows indicates a region
where the radial velocity is generally increasing (i.e., a re- MB POLYGON
gion of positive or divergent shear). To find these regions
of divergent microburst outflow, the perturbation wind field
was examined visually, and a bounding polygon was suhier-
lively drawn around each microburst region. 150

In general, the sides of the polygon were drawn to 180
enclose the region of positive shear discussed above. The Figure 3. Diagram illustrating relative aspect angle calculat J
shape of the polygon was used to determine the outflow ex- for asymmetry analysis.
tent of the microburst, and was therefore important in the
calculation of microburst shape statistics. The polygons for Differential velocity and shape measurements were
isolated microbursts (single distinct outflows) were fairly obtained from all possible aspect angles and then grouped
easy to define. Complicated multi-cell or line microbursts, into one of eighteen aspect angle categories The categories
such as those discussed by Hjemfelt (1985), were much ranged from 0*±5*(due North), to 1700±50 in ten degree
harder to define using a single polygon. Consequently, only steps. Aspect angles over 1800 were not considered because
the portions of the overall flow which had distinct edges they generally reflect measurements made from 0"-180"
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(though not exactly due to the wa' relative aspect angles angles is given in the graph directl\ abo c tht: ', mn f in l

were calculated). Other statistics such as mean wind and Figure 6 shows the contours of radial velocity for a radar
peak reflectivity (magnitude, extent and location) were also viewing from the maximum strength aspect angle (0*) and
measured. located 15 km from the centroid of the event shown in

Figure 5. Similarly, Figure 7 shows the radial velocity con-

4. TYPES OF ASYMMETRY tours for a radar radially aligned kith the ancle of %%veakeqi
strength (90') Note that the velocity field trorn the peak

The TDWR system is designed to identify the ,ocation viewing angle indicates a strong shear region with a peak
and size of a microburst and estimate the maximum differ- velocity differential of 24.3 mis. The radial velocity field
ential velocit' of the event. Figure 4 shows the dual- from the weak viewing angle, on the other hand, yields a
Doppler wind field for a microburst that is nearly symmetric weak radially skewed velocity couplet with peak radial veloc-
in strength and shape. A Doppler radar would find roughly ity of only 10.4 mi's. The 'skewed couplet" is a common
the same strength, location, and size for this event, regard- occurrence in any asymmetric microburst, unfortunately, it
less of its viewing angle. This is the kind of symmetry which, may occur at any aspect angle (not just the minimum
in general, is currently assumed to exist for all microbursts. strength angle) and therefore gives little insight on the true
However, there are primarily two types of asymmetry that asymmetry of the event (Eilts 1988).
may occur in microbursts: strength and shape.

4.1. Strength Asymmetry 4.2. Shape Asymmetrv

The strength asymmetry of an event is measured by The shape asymmetry of an event is measured by es-

estimating the largest differential velocity within the micro- timating the largest spatial extent of the microburst outflo.

burst outflow at multiple aspect angles. Differential velocity at multiple aspect angles. The shape of an event (outflo

is the magnitude of the wind change between any two points extent) is measured by estimating the cross-distance from
within the event. The severity of the aspect angle depen- one end of the outflow polygon to the other at a variety of
dence for strength in an observation may be measured by, aspect angles. The level of aspect angle dependence for out-

dividing the maximum strength by the minimum strength flow extent is calculated by' dividing the largest cross-dis-

over all aspect angles. A strength asymmetry ratio of 1.0 tance by the smallest cross-distance over all aspect angles.

would indicate a microburst perfectly symmetrical with re- The event shown in Figure 4 has a shape asymmetry of 1.2:1

spect to strength. The observation shown in Figure 4 has (5.5kmi + 4.5km).
a strength asymmetry of only 1.3:1 (20m/s i 15m/s).

- 25
A single-Doppler radar will, in general, underesti- 2 s ' - . . I_

mate the maximum strength of a microburst strongly asym- l'i _ _ _ '_" _ _ _ _ _

metric in strength. The dual-Doppler wind field shown in 5

Figure 5 reveals a microburst with a strength asymmetry ra-0 30 60 90 120 150 180

tios of 2.3:1. The differential velocity trace over all aspect aspect angle (deg from North)

10.0 SCALE- 10 MIS 
I

, SCALE .--w 10 M IS  ' , , lt I ! [ l ' I I i 1 11 1 i

it tit.1 1t 1 ilt'MO
-,--. '. ,I I I I I I I Yi TH 9.0 I I I I I4 r' I 9, -, . 1 ! / I I ..,.T/ 0 / / , "-,

7.0 7... .. /,,

-4L5.0 :" -1
Z .6.0 I

..00 II At \ \

i 'd i i ~' ' 18.0 19.0 20.0 21.0 22.0 23.0 24.0 25.0

1.0 2.0 3.0 4.0 5 0 60 7 Q 80
Figure 5. Graph (top) indicating variation of measured

KM EAST FROM FL-2 strength with aspect angle. Dual-Doppler ,iidfc,'d (bc'toM) fC,

Figure 4 Dual-Doppler wind field for a shape and strength a shape and strength asymnetric microburst on 11,!1 16. 19817 C!

symmetric microburst on Jul 25, 1987 at 22 48.27 UT. Polygon 23:07 41 UT. Polygon for event shoun ir, ccntcr, coni'u'red inef
for event shown in center, contoured lines are of reflectivity at are of reflectivity at 0, 5 and 10 aB:
40. 45. and 50 dB:
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15 KM,
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Figure 6. Contours of the radial velocity field (Im/s intervals) Figure 7. Contours of the radial velocit) field Jm's inter. as
extracted from dual-Doppler wind field in Figure 5 relative to a extracted from dual-Doppler wind field in Fiq:,re 5 realti to a
fictitious radar located at a range of 15 km and an azimuth of 0'. fictitious radar located at a range of 15 km and an azintuth of 90'

A highly aspect-angle-dependent outflow shape Figure 11, does not vary significantly bet~keen weak (thin
makes it difficult to capture the shape, and sometimes cen- solid line) and moderate-strong (dotted line) events
tral location, of the microburst using a single-Doppler ra-
dar. For example, the observation in Figure 5 has a shape Figure 9 and Figure 11 (and further statistical anal-
asymmetry of 1.7:1. If we reexamine the radial veloc~ty ses not discussed here) indicate that the maximum strength

fields shown in Figure 6 and Figure 7, we see differences of an event has little or no correlation with the degree of

in not only the strengths of the fields, but also the location the strength or shape asymmetry. Additionally, the tmo

of the peak strengths. Further, the extent of the event forms of asymmetry are statistically unrelated. High or low

(searching for radials where the strength is a fixed percent- strength asymmetry ratios are equally as likely to have highage of the peak at that angle) is significantly different in or low shape asymmetry ratios and vice-versa. None of the
size and shape. Part of this difference is caused by the microbursts parameters (mean wind speed, peak reflectiv-

strength asymmetry, but a major portion is caused by the ity, strength, etc.) analyzed during this study showed signifi-
elongated physical shape of the outflow, cant correlation to the strength or shape as% mmetry of ind'-

t pvidual observations.

. CHARACTERISTICS OF ASYMMETRY In most instances, the azimuth angles of the maxi-
mum strength and extent showed no preferred orientation

The characteristics of asymmetry may be divided into with respect to the environment or each other. The exception
two categories: general and event lifetime. The general char- to this was for those events \\ith both high strength k> 3)
acteristics are compiled using all the observations listed in and shape (>1.75) asymmetry ratios, for which orientation
Table 1. Lifetime characteristics are based only on the angles tended to be co-locatcd (I.. the cak sltrength oc-events in Table I hav'ing more than 4 scans of the event. curred along the largest cross-distance). Ho\\eve-. the lim-

5.1. General Characteristics 20 - -

The events chosen for this analysis were randomly t A6

chosen from those available during 1987 Denver operations 15 - _ A

and, as such, the distribution of maximum event strengths I
is similar to that found by Biron & Isaminger (1988). The .4A.____
maximum and minimum strengths foreach observation are c 10
shown in Figure 8. The aspect angle dependence of strength u

for all events is between 1.3:1 and 3.8:1, with a median val-
ue of 1.9:1. As shown in Figure 9, this cumulative probabili- 5

ty does not change significantly between weak (thin solid le
line) and moderate-strong (dotted line) events. 0 10

The maximum and ninimum outflow extents for 0 5 10 15 20 25 3

each microburst observation are shown in Figure 10. Shape

asymmetry ratios for all events range from 1.1:1 to 2.4:1. Figure 8 Scatter diagram illu.trat g spread of niaXtrtiu and
with a median value of 1.55:1. As for strengths, the cumula- minimum strengths for each obs'riatw'7
tive frequency of shape asymmetry ratios, as shown in
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ited number of cases which met this criteria makes the reli-
100 - -ability of this correlation uncertain.

wea 5.2. Lifetime Characteristics
80

There were only seven events which had more than
z 70 * 4 dual-Doppler scans, and were thus suitable for analvsi,

6-of lifetime characteristics. This is a limited data set. buto60 o
Uj large enough to provide some estimate of the broad changes
L 50 in asymmetry over an event's lifetime.
U

40 The orientation angle of both the maximum strength

i 3aand maximum cross-distance remains relatively constant
0ak (<=12m/s) (±10° ) over the lifetime of the microburst. This is important

20 --- mod-strong(>12m/s) in that a radar which is viewing an asymmetric event from

10- i' an unfavorable angle (with respect to strength) w ill continue
to unclerestimate the strength of the eent unless it ro \e,

C1 2 3 into a more favorable position. At a range of 15 ki. an even:

STRENGTH ASYMMETRY RATIO (MAXMIN) would need to move approximately 3 km to chance the view\-
ing angle by 100 (assuming motion is not directly away from

cf str.gi: usvmmcrr ratio., or toward the radar). For the seven event lifetimes analyzed.
." .... t a asses the microbursts traveled a total distance (based on the pol\ -

gon centroid) of betmeen I and 5 kn. This small movement
-6 a\ ould not likel\ be sufficient to obtain a moc faiorabt:

SA view\ino anple

I IThe magnitude of the strength or shape asymmetry
6 for isolated events tended to remain stable throughout the

event's history. However, environmental influences (other
_______ ____microbursts, gust fronts, minor divergences) appeared to

-' cause significant fluctuations in the magnitude of the asym-
Z metry over time.

6. INDICATIONS OF ASYMMETRY

_ iThe assumption has generally been made that micro-

4 6 8 10 bursts are symmetric events. The data presented here clearly
MAX;M' JM OUTFLOW EXTENT (KM) indicate that this is not the case. Perhaps a better representa-

i, Scatter d~agram illustrating spread of maximum and tion of microburst strength and shape is an ellipse (formed
-; rz: ,: ! v l enRt/, for each observarton by the maximum and minimum strength or extent of the

event). If an ellipse were used to represent microburst out-
flows, then a parameter P (strength or shape) may be pre-

"i I - dicted at any aspect angle using the formula in I Lgure 12

92_ MAX
C ,AMAX

a 2
70MIN MAX 2

6 _'MIN) 1 SIN(p) +1

mo-sro0- all Figure 12. Formula for the elliptical distribution of strength and
4 moo-r-strong weak (<=12m/s) shape parameters.< 40 ...- mod-strong(>1 2m/s)

7 This formula was applied to all the microburst obser-
20 _______weak vations. Figure 13 shows r -cater diagram of the measured

0 ,strength versus the strength predicted with this formula for
1 - ,,-.---all all observations and aspect angles. The overall correlation

for all aspect angles was 0.92 for strength and 0.96 for shape
0 1.5 2 2.5 (not shown). The angle between the maximum and mini-

SHAPE ASYMMETRY RATIO (MAX/MIN) mum strength orientation angles is 700-90 * in over 70% of
the cases, and the same was true for cross-distances. An

gure ,! Cumi,'ativefrequienc of shape asmnmetr raios fr elliptical representation of microburst strength and shape
vartous maximum strength classe.x parameters gives a surprisingly good fit oter a wide range

of strengths and extents.
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A non-aspect angle dependent measure of the orien- tively. The representation of microbursts as svmmetri flov
tation of this ellipse would clearly be helpful. As noted earli- is clearly inaccurate.
er. none of the parameters examined in this analysis were
found to indicate the orientation or degree of the asymmetry. The magnitude of the shape and strength asymmetry
In most cases, asymmetry appeared to be a function of the ratios were found to be independent of the magnitudes of
location of the microburst relative to other microbursts or the maximum cross-distance (shape) and strength measure-
weak divergence regions. Strong outflows would push into ments. No preferred orientation angles were found for maxi-
weak outflows, thereby distorting the flow of the weaker mum strength or shape, although the orientation angles did
event. Observationally, isolated microbursts appear to be remain relatively stable throughout the lifetime of the
more symmetric than line or multiple microbursts. However, events.
even isolated microbursts have some asymmetry which ap- Based on these findings, a single-Doppler radar has
pears to be, in part, a function of the complexity of the envi- an equal chance of viewing a microburst of all sizes and
ronmental flow. strengths from any random aspect angle. Therefore, the ra-

7. FUTURE WORK dar will underestimate the overall maximum strength of the
While the analysis presented above is sufficient to event, on average, by approximately 30% (based on median

describe microburst asymmetry in Denver's unique weather strength asymmetry ratio of 1.9:1). The primaiy cause of
environment, microbursts from other regions of the country asymmetry (or at least fluctuations in its magnitude) in mi-
should also be examined. The TDWR testbed from which crobursts appears to be the proximity of other wind shear
the data were taken operated in Kansas City, MO during events (gust fronts, microbursts, or weak divergences)

- There appear to be no reliable, single Doppler-radar based
1989, and is currently operating in Orlando, FL. These data Tereaeato bre lle , s in l Dope-rda bashould be examined for asymmetry to confirm or modify measurements (reflectivity, peak radial strength. mean
the results presented here. wind, etc.) which indicate the severity or orientation ofthe esuls pesened hre.asymmetry in microbursts.

The point-to-point method of calculating differential
velocity, while simple to implement and efficient to use, re-
quires the assumption that intervening wind data points are

divergent. Careful scrutiny of both the wind fields and event The author wishes to thank Mark Isaminger for his
polygons helps to reduce an)' potential analysis problems. efforts in processing the dual-Doppler wind fields, Mark
In the future, however, it may be beneficial to search for Merritt for his general supervision and analytical insights,
line "segments" within the polygon which have generally and, Dr. James Evans, Dr. Marilyn Wolfson, Dave Clark,
positive shear along their length. and Leslie Mahn for their editorial and meteorological com-

Finally, the mechanism for creating asymmetry ments and suggestions.
needs to be understood. The environmental flow, proximity
and orientation to other events, and even the topography of REFERENCES
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OBSERVED DIFFERENCES BETWEEN DENVER AND KANSAS CITY GUST FRONTS AND THEIR IMPACT
UPON THE PERFORMANCE OF THE GUST FRONT DETECTION ALGORITHM

Diana Klingle-Wilson and Michael F. Donovan

M.I.T. Lincoln Laboratory
Lexington, Massachusetts 02173

1. INTRODUCTION Figiire I Number of observed gust fronts during the months of
June, Jul>, and August at Denver (1968) and Kansas City (i989,The Terminal Doppler Weather Radar (TD\VR) 70

testbed radar (known as FL-2) collected data near Denver's 7 Denver Gust Fronts
Stapleton Airport during 1988 and near the Kansas City In-
ternational Airport (MCI) during 1989. One objective of the 60 F J Kansas City Gust Fronts

TDWR Program is to detect gust fronts and their associated
\\ind shifts. This information can be used by an Air Traffic 50
Control (ATC) supervisor to plan runway changes and for
\ arnings of potentially-hazardous gust front-related vind ,L
shears to arriving and departing pilots. This function is per- ", 40
formed by tile gust front detection algorithm. 0

An ongoing assessment of the performance of the '301

current TDWR gust front algorithm is necessary to ensure B
that the algorithm performs consistently in different envi- E
ronments. Such assessments were performed after the 1988 20
TDWR Operational Test and Evaluation in Denver and after
the 1989 operational season in Kansas City. This paper pres- 10
ents a comparison of gust front characteristics such as
length, duration, strength, and propagation speed and direc-
tion that occurred in Denver and Kansas City and a compari- 0
son of algorithm performance at each location. June July August

In the following, the term gust front refers to the
leading edge of the thunderstorm outflow throughout its life shon invFigust eventsw
cycle. A gust front event is a single observation of a gust
front (on a radar volume scan) by the National Severe The distribution of lengths of gust front events is pro-
Storms Laboratory (NSSL) ground-truth analyst. vided in Figure 3. Denver gust fronts tend to be shorter than

Kansas City gust fronts. The average gust front length for
2. GUST FRONT CHARACTERISTICS Denver and Kansas City was 29 km and 31 kin, respectively.

In order to compare the frequency of gust front oc- Fiv'r, 2. Pevcent of gust fvont c-enrs in cach stengtl; categor)

currence in Denver and Kansas City, gust fronts during the
months of June, July, and August in Denver in 1988 and 50
in Kansas City in 1989 were tabulated. Although FL-2 oper- -- Denver Events

ated outside these months at both locations, only these Kansas City Events
months of operation were common to both demonstrations. 40
The distribution of these gust fronts is provided in Figure 1.
More gust fronts were observed in Denver (133) than in Kan-
sas City (49) during this three-month period. In Denver, the 'Ea)
month of peak gust front activity was July, while in Kansas > 30
City August was the month of peak activity.

Gust front strength is determined by the change in
Doppler velocity (AV) across the gust front. The strength L 20
of a gust front is defined as "weak" for 5 m/s < AV < 10 a-
mis; "moderate" for 10 m/s < AV < 15 m/s; "strong" for
15 m/s < AV < 25 m/s; and "severe" for AV >25 m/s. The
percent of gust front events in each strength categcry are 10

*This work was sponsored by the Federal Aviation Ad-
ministration. The views expressed are those of the au- 0 w

Wea mo e e strong severe
thors and do not reflect the official policy or position of Evert Strength
the U.S. Government.
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10 3. GUST FRONT/WIND SHIFT DETECTION AND

PREDICTION PERFORMANCE

0 30 50 70 90 110 130150170190210230250 The gust front algorithm serves t\%o functions:\arn-

Gust Front Duration (minutes) and planning. Wind shear hazard warnings are issued
when a gust front impacts the runways or within 3 miles of

82% of Kansas City gust fronts had durations of less than the ends of the runways. The alarm message consists of the
60 minutes, as compared to 52% of Denver gust fronts. The type of hazard (wind shear for gust fronts), the location and
mean duration of Denver and Kansas City gust fronts was expected gain in wind speed (e.g. wind shear alert, 35 knot
71 and 42 minutes, respectively. Thus, Denver gust fronts Pain, one mile final). The planning function consists of alert-
are longer-lived than Kansas City gust fronts. ing an Air Traffic Control Supervisor when a change in wind

The distribution of gust front propagation speed is speed and/or direction due to a gust front at the airport is
shown in Figure 5., which indicates that Kansas City gust imminent. A description of the algorithm and an assessment
fronts propagated faster than Denver gust fronts. The aver- of its performance during the 1988 Denver operational dem-
age propagation speed of Denver and Kansas City gust onstration are found in Klingle-Wilson, et al., (19S9), Mer-

fronts was about 7 m/s and 10 m/s, respectively. ritt, et al. (1989), and Smith, er at., (1989)

The distribution of the direction toward which the 3.1. Warnine Performance

gust front propagated is given in Figure 6. In both Denver The ability of the algorithm to produce timely, useful
and Kansas City, the preferred direction of propagation was warnings rests upon its ability to detect convergent shears
from the northwest quadrant to southeast quadrant. in the Doppler velocity data. Two basic statistics were used
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to quantify detection performance: Probability of Detection blowing acainst clutter. This was observed on the bluffs sur-
POD) and Probabilit, of False Alarm (PFA) These statis- rounding the Missouri River.

tics are defined as
POD = detected events o. Gust Fronts at the Airport

total events
PFA = false alarms The gust front algorithm estimates the wind shear

correct alarms + false alarms hazard associated with each gust front and issues a warning
An event is a single observation (on a volume scan) b\ the if the gust front is over the airport. The warning is composed
NSSL ground-truth analyst of a gust front in the radar data. of two parts, the location of the wind shear and the intensi.
A detected event is an algorithmic declaration of a gust A warning is viewed as correct only if the gust front alarm
front that overlaps ground truth. A false alarm is an algo- is issued for the appropriate location along a run\ 'iy center
rithmic declaration that does not overlap ground truth. Only line. The probability of correctly locating the wind shear
those gust fronts that are located within 60 km of the radar event is determined by computing the rumber of wind shear
are truthed and scored. In general, it is more important to alerts issued at the airport d: ..Jud by the number wind shear
detect the stronger gust fronts since they represent the great- alerts that should have been issued. The results of this
est hazard to aviation. For that reason, the followrin, discus- analysis for 1988 (Denver) and 19S9 (Kansas City) are
sion deals only with gust fronts of moderate or ereater showNn in Table 3. It is important to note that the ability
strength. Tab, .t Probabh,"i of Corr¢ _," Dc tectng Wind Shar a!

3.2. Gust Fronts Vithin 60km of the Radar A MODERATE STRONG SEVERE ALL PFW

POD, for all truthed gust fronts (of moderate or 1988 64% 86% - 70 0%

greater strength) as a function of gust front strength, for 1989 29% 68% 40% 45% 40%
1989 Kansas Cits is shown in Table 1. (ALL refers to all

Table 1. Probability of Detectio tO correctly locate wind shear over MCI is significantl\ lessthan over Stapleton. The reason for this is the location of
MODERATE STRONG SEVR AL 7 P -X. 2%the radar relative to the respective airports.

The primary cause of missed detections was inade-

1989 72% 81% 92% 77% 13% quate convergence in the radial direction. Because the algo-

gust fronts of moderate or greater strength.) Corresponding rithm detects only radial convergence, it is easier to detect

POD results from the 1988 Denver operational demonstra- gust fronts that are oriented perpendicular to the radar
tionbeam. As gust fronts move closer to the radar, less of theirtionfrenprovidedrformarsn n ge88anral, .the is -litle leneths are oriented perpendicular to the beam, making
difference in performance betwveen 19S8 and 1989. The lare- them more difficult to detect An example of the loss of de-
est POD differences are in the strong and severe categories. tection of a gust front as it moves over the radar is given
Howvever, one must take care in interpreting the POD for in FiLure 7. The locations of the Stapleton and MCI airports
severe gust fronts since there was only one severe event dur-
inc 1988. Fi ci r, Exanpie oftte loss of a alfront ,leu Jun as the

fror;: passes over the radar The rt ctang.jc rc,-ctrn; grCua tr ;
The POD does not indicate how wvell a gust front is and tne sohd lines represen: detections MCI is iocate'd northeast

detected. One measure of the goodness of the detection is of 0h, radar. DE.V is locaud r,ffiI , :s: o' t,'. radc;,

the -?ercent of the length of the event that is detected by the " '" -"
aleorithm. The average Percent of Length Detected as a // .-
function of gust front strength is given in Table 2. / 7.- ? .

Tab/c 2 . u/cPcrcent of Len ': Dc!:C1! /

MODERATE STRONG SEVERE ALL /

1988 66% 69% 73% 67% Radar Radar

1989 59% 61% 50% 60%

For the 1988 Denver and 1989 Kansas City data, the
Probability of False Alarm (PFA) was 2% and 13% respec- to ti
tively. A common producer of false alarms in Kansas City 15ki . 5m
was the vertical shear in the horizontal wind (i.e., winds in- , -
creasing, decreasing, or veering with height). This change
of wind with height produced an apparent convergence in
the Doppler velocity field that was detected by the gust front
algorithm. In addition, the locations of these regions were
roughly equal to the range of the airport from the radar, Radar
resulting in false warnings to pilots. Techniques for discrimi- /
natin2 vertical wind shear-induced false alarms are under \.,
investigation at NSSL

A second source of false alarms was ground clutter t.
that was not completely removed by the clutter residue edit- I5km
ing process. Since ground clutter exhibits a near-zero
Doppler velocity, a false convergence is created by winds relative to FL-2 are shon.
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The preferred propagation direction for gust fronts POCF, as a function of gust front strength, is given
at both locations was northwest to southeast. If one assumes in Table 4. For Denver (1988), the PFF for the 10 and 20
that gust front orientation is perpendicular to propagation Table 4. Probabilti) of Correct Foreca. :
direction, then the preferred gust front orientation is north- MODERATE STRONG SEVERE ALL PFF
east to southw.est. In Denver, Stapleton Airport was located 1 1988
to the northwest of FL-2 and therefore most gust fronts that 10 MIN 97% 98% 1 100% 97% 11%
passed over Stapleton were oriented perpendicular to the ra- 20 MIN . 82% 84% - 83% 18%
dar beam and the probability of detecting them was quite 1 89
good. However, when those gust fronts moved too close to 10 MIN 95% 100% 67% 97% 18%
the radar (i.e., overhead) the detections were lost. 20 MIN 95% 93%j 100% 94% 21%

In Kansas City, MCI was located northeast of FL-2 minute forecasts was 11%e, and 18%, respectively. For Kan-
with the result that most of the gust fronts that impacted sas

M I sas City (1989) the PFF for the 10 and 20 minute forecasts
MCI were oriented parallel to the beam. In addition, those Cit 18 9 the PFF re the 1orecasts
gust fronts typically passed over the radar at the same time was 18% and 21%, respectively. Forecasts were generated
they were impacting the airport. Therefore, the probability only about 56% of the time. The high POCF values show
of detecting gust fronts over MCI and issuing warnings to that, when generated, forecasts were very accurate.
pilots was small. The ability to detect reflectivity thin lines The accuracy of the wind shift estimate is determined
and/or azimuthal shears is essential in cases where the by comparing the wind shift estimate to the mesonet data.
TDWR radar site is unfavorable with respect to the lot.ai gust Thc average absolute difference in wind speed and direction
front climatology, between the wind shift estimate and the mesonet data was

The Probability of False Warning (PFW) is defined 3 m/s and 30', respectivel. The wind shift speed was, on
the average, about 2 rns larger than that determined from

as the number of false alarms issued divided by the total tie aerage, at 2 m le tha hat detin rom
number of alarms issued. For Kansas City 1989, the PFW the mesonet data and the wind shift direction was about 5
was 40% versus 0% for Denver 1988. The Kansas City false counterclockwise of the mesonet wind direction. These re-
warnings were due entirely to vertical shears in the horizon- suits are nearly identical to the 1988 Denver results
tal winds over the airport. 4. CONCLUSIONS

The accuracy of the wind shear intensity estimates
is scored by comparing the intensity expressed in the alert A comparison of the gust fronts that occurred at each
to pilot reports as logged by observers in the tower. For 1989 location shows significant differences in gust front charac-
and 1988, the average difference between pilot reports and teristics. Although Kansas City gust fronts were fewer in
alerts was about 15 kts, with alerts overestimating wind number, they tended to be stronger, longer, faster-moving,
shear relative to pilot reports. and shorter-lived than Denver gust fronts.

The number of pilot reports available for the analysis In general, there was no significant difference (be-
of the wind shear hazard estimate is quite small (less than tween Kansas City and Denver) in the ability of the algo-
10). There is some evidence in the literature (Wolfson, rithm to detect gust fronts within 60 km of the radar. Howev.
1990) that suggests that the wind shear hazard associated er, the ability of the current alLorithm (which uses only
with a gust front may not be appropriately characterized by radial convergence) to generate wind shear hazard warnings
the simple calculation used in the algorithm. From 1986 at MCI was less than at Denver. There appears to be a pre-
through 19S9, the UND Citation aircraft performed a num- ferred gust front orientation (northeast to southwest) in both
ber of gust front penetrations. These data will be analyzed Denver and Kansas City. Stapleton airport was located
to determine if the gust front wind shear hazard estimation northwest of FL-2 and gust fronts moving over the airport
algorithm should be refined, were perpendicular to the beam. MCI was located northeast
3.4. PlanningProd__tPerformance of FL-2 and gust fronts over MCI were aligned along the

radar beam. The incorporation of reflectivity thin line and/or
Runway management is improved with the TDWR by azimuthal shear detection into the gust front algorithm

alerting an Air Traffic Control (ATC) Supervisor when a would improve detection capability in cases of unfavorable
wind shift is expected at the airport (forecasted location) viewing angle.
and the winds that will result after the gust front passage
(wind shift estimate). The forecasted location is scored by 5. REFERENCES
determining if a forecast overlaps the truth region for the Klin~le-Wdson, D., S. Olson, W. Wilson. WV Mahonev. S. Smith. A
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is declared. There are two type of errors in forecasts: fore. Terminal Doppler Weather Radar: Part 2, Performance Assess-
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A COMPARISON OF ANEMOMETER AND DOPPLER RADAR WINDS
DURING WIND SHEAR EVENT'S*

Margita C. Liepins, Marilyn M. Wolfson, David A. Clark, and Barbara E. Forman

M.I.T. Lincoln Laboratory

Lexington, Massachusetts 02173

1. INTRODUCTION ers. In general, a power law has been found to best describe
the wind profile in the frictional boundary layer (e.g. JoffreThe Federal Aviation Administration (FAA) current- 1984). This profile is generally dependent on the tempera-

ly uses the anemometer-based Low Level Wind Shear Alert 18) hspoiei eeal eedn ntetmea

System (LLWAS) as the primary method of wind shear de- ture lapse rate and ground roughness (Haltiner and Martin

tection at major U.S. airports. With the upcoming deploy- 1957). For this study, we chose to use the power law profile
metof the Tm inal U DS.orplr Withathe upaomin desys- to represent the winds measured by the anemometer and
ment of the Terminal Doppler Weather Radar (TDWR) ayi radar since it provides for a nonlinear solution that accountstemn (Turnbull et al. 1989), potential methods for integrating for the inherent difference in sampling height. The power

the two systems are being investigated. By integrating, the law profile is stated:

advantages of both sensor systems can be utilized. Advan-

tages of the LLWAS ground sensor network include true U / U1 Z / Z]) P (2.1)
wind direction measurements, a high measurement frequen-
cy, a lack of sensitivity to clear air reflectivity, and few false where U and U1 represent the wind speeds at heights Z and
alarms from radar point targets such as planes, birds, etc. Z1 respectively and 0 < p_< 1. The exponent p is empirically
Advantages of the radar include complete scan coverage of derived by comparing a large number of radar and anemom-
the region of concern, the ability to predict events, fewer eter wind values measured during a variety of wind shear
terrain problems such as sheltering which can reduce the events. In our case p is dependent not only on the lapse rate
wind speed readings, and almost no false alarms due to non- and ground roughness, but on the inherent differences in
hazardous wind shear such as thermals. the two sensors.

The objectives of this study are to gain a clearer un-
derstanding of the basic relationship between the wind infor- 3. METHODOLOGY
mation provided by these two very different sensing sys- 3.1 Data
tems, and to determine the impact this relationship may
have on integration of the two operational systems. A pro- Doppler weather radar and surface anemometer data
posed mathematical technique for "correcting" LLWAS were collected during 1988 in Denver, CO as part of the
winds where needed to better match radar winds is evaluated FAA TDWR measurement program and operational demon-
for cases of microburst (divergent) and gust front (conver- stration. Doppler wind measurements were collected with
gent) wind shear. an S-Band radar (FL-2) developed and operated by Lincoln

Laboratory (Evans and Turnbull 1989), while surface ane-
2. THE STUDY

In this study we use a large base of Doppler radar XUND
and anemometer data to determine a numerical relationship KM
between the respective wind measurements. This relation-
ship is influenced by:

1. Actual wind differences within the sampling spaces

used by the two sensors. These include differences NNW

due to sampling height, and effects of local anemom- NW N

eter obstructions (both sheltering and channeling of W CF

wind).

2. Effects resulting from the different sensing method- W W S SE
SW =--SSE

ology, or from physical characteristics of the actual SSw
sensors.

A number of studies have been conducted to measure
the change of wind speed with height by mounting wind sen-
sors on meteorological towers or on existing television tow- x FL2

Figure 1 . The 1988 LL WA S nelwork at Stapleton International
•The work described here was sponsored by the Federal Avi- Fgr h 98LWSntoka tpeo nentoa

Airport in Denver, CO. The runways are denoted by the two pawrs
ation Administration. The United States Government assumes no of straight lines. UND and FL-2 radar locations are indicated (X)
liability for its content or use thereof. in the upper and lower right corners respectivcl.
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mometer wind measurements were collected from twelve were recorded. Cornman et al. (1989) defined a "significant
LLWAS sensors situated in the vicinity of Denver's Staple- fluctuation" model as an objective basis for identifying wind
ton International Airport. Dual-Doppler data were created shear events. The most recent automated LLWAS wind
using the University of N. Dakota C-Band radar (UND) and shear detection algorithm (Cornman and Wilson 1989;
FL-2 (Figure 1 ). UCAR 1990) attempts to eliminate insignificant fluctuations

by applying a running weighted mean filter covering approx-
Twelve cases were chosen to include a variety of me- imately 60-90 seconds in time. A similar approach was tak-

teorological events and wide range of radar reflectivity val- en here, except the values included in the I minute average
ues. Cases included gust fronts, microbursts, areas of diver- were evenly weighted.
gence, and areas of widespread strong winds that occurred
from mid-May to mid-August, and covered time periods The height of the center of the radar beam above the
of approximately one-half to two hours each (Table 1). surface anemometer ranged from approximately 150 m to

250 m. The heights above ground level of the 12 LLWAS
3.2 Comparing Radar and Anemometer Winds anemometers are shown in Figure 2 . In 1988, they ranged

Doppler wind measurements were taken from the
lowest elevation scan (either 0.3' or 0.4 ° ) which typically 0.4
updated at a rate of approximately once per minute. A sig- CL SSE
nal-to-noise ratio (SNR) threshold of 6 dB was applied to 0.3-
reduce noisiness in the data. Doppler (radial) velocity mea- 0 w
surements were then read from the radar gate closest in a 0.2- sC SsW
range and azimuth to each LLWAS station location, and s s

from the eight surrounding gates. The radar gate size was < NWNNWSW

120 m in the radial direction and varied from approximately N NN
200 m to 300 m azimuthally depending upon radar range. CF
The median Doppler velocity value from the nine gates was 0
then used for comparison with the corresponding radial 5 10 15 20 25 30
component of LLWAS wind, provided at least four of the STATION HEIGHT (M)
gates were not flagged as "bad data", or empty due to SNR Figure 2 . Plot of the average value of the exponent p versus sta-

thresholding. This filtering reduced the effect of gates which tion height.
were contaminated with ground clutter or point targets.

LLWAS wind measurements are made every 6-7 sec- from 7.6 m to 26.8 m. (Some anemometer heights have
onds, so insignificant as well as significant wind fluctuations since been raised to reduce sheltering.)

Table 1. Chart showing the date, description, reflectivity, Doppler wind speed range, and number of data points for each case. The number
of data points refers to the average number of valid radar data points per station with SNR > 6 dB, suitable for comparison with LLWAS dat.
I' denotes case where 46% of the radar data containing the wind shear event were invalid after SNR thresholding and much of the valid data
,a5 ;ust above threshold. Data from this case were not used in the studs.1

DATE (1988) DESCRIPTION DBZ WINDS m/s # DATA POINTS

10 MAY 19:15-21:00 widespread rain, solid wind field 25 - 30 -10 -> +2 48

18 MAY 21:00-22:00 multi-cell storm with some divergence, up to 60 -12 -> +7 34
turns into a line storm

09 JUN 20:50-22:15 weak widespread cells 20 - 30 +2 -> +7 54

09 JUN 23:30-23:59 widespread winds, convergence line up to 35 -12 -> +12 17

25 JUN 20:00-20:40 line storm moving westward, gf at N end of the network up to 50 -15 -> +5 26

07 JUL 00:00-01:00 10 km storm cell up to 55 0 -> +10 42

region of widespread rain, strong microbursts
11 JUL 22:00-23:00 in the SE corner of the network up to 40 -12 -> +7 41

10 km cellular storm moves N to S

16 JUL 22:00-23:59 divergent line at 22:50, 20 - 55 -15 -> 0 84
microburst 23:08-23:35 -12 -> +12

17 JUL 21:35-22:00 compact 10 km line cell 10 - 25 -15 -> -10 51

29 JUL 22:30-23:59 isolated 5 km cells over the network,

turns into a line storm by 23:50 up to 55 ±5 -> +12.5 50

09 AUG 18:30-20:00 microburst located in the N end of the network up to 15 +10 -> 01

cellular storm at the S end of the network 40 - 45 0 - +5
21 AUG 88 21:15-22:00 becomes widespread winds ur to 30 -O - 30
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3.3 Derivalion of Power Law Exponent most difference, with p = 0.4. Notice also how lov the vari-
ance of the p distribution is for this station; the wind speeds

The power law profile provides a model of the atmo- measured at SSE are always too slow. This may indicate the
spheric boundary layer by which the relationship between need to raise the anemometer or replace the bearings. The
radar and surface wind measurements may be assessed. large p values at stations S, SW, and W also imply a large
Referring to Eq. (2.1), values for p were calculated for each difference between the LLWAS and radar wind speeds.
LLWAS station by using the Doppler velocity as U, the ra- There appears to be little correlation between the variability
dial component of the LLWAS wind as U 1, the height of of p with either the height of the LLWAS station (Figure 2 )
the radar gate above the LLWAS station as Z, and the height or its distance from the radar (Figure 3 ). The measured
of the LLWAS station above the ground as Z1. Data from differences can be fairly confidently attributed to anemome-
the twelve cases provided 5773 values of p for the 12 sta- ter exposure and sensor maintenance at the different
tions. LLWAS sites.

From this data set, the probability density versus the
value of p was plotted. The plots yielded an approximately 4. APPLICATION
normal distribution for each station (see Figure 4 ), as mea-
sured by the ;<2 goodness-of-fit test. The mean value of p The representation of the difference in measured

and the standard deviation were calculated for each station. wind speed between the radar and LLWAS with a power

These values are shown in Table 2, and also indicated in law profile provides a useful method for "adjusting" the

Figure 4 . LLWAS speed to some radar height equivalent. For a con-
stant radar height, e.g. the average height of the lowest tilt
over the LLWAS network, the adjustment to the LLWAS

Table 2. Statistical data from derivation of power law relation- speed becomes linear for an individual station, represented
ship for twelve LLWAS stations, by (Z / ZI)P. Statistical!y, this would yield an overestimate

multiplier (z/z)P with respect to the radar equivalent wind speed 50% of the
implied by: time.

station Pp -12a P p - /2 For practical application, it is prudent to take a more

CF 0.050 0.139 -. 020 1.10 0.95 conservative approach and reduce the power law exponent
SCF 0.186 0.142 0.109 1.51 1.37 by some amount dependent upon the variance ofp for a par-
W 0.246 0.126 0.183 1.49 1.53 ticular station. For instance, reducing p by one standard de-

NW 0.100 0.109 0.039 1.29 1.14 viation would reduce the probability of overestimation to
NNW 0.101 0.175 0.012 1.27 1.04 16%. This, however, would also reduce the adjustment to

N 0.069 0.120 0.009 1.19 1.03 a negligible amount. Since analysis of the error variance of
SE 0.152 0.169 0.067 1.37 1.19 the sample data indicated that a large portion of the overesti-

SSE 0.340 0.235 0.223 2.40 2.07 mated winds were associated with low wind speed values,

S 0.270 0.264 0.138 1.46 1.34 it would seem reasonable to take an intermediate approach

SSW 0.196 0.144 0.124 1.36 1 1.32 and reduce the exponent by one-half standard deviation.
SW 0.277 0.263 0.146 1.44 1.34 This appears to provide a reasonable wind speed adjustment
WSW 0.12 0.123 0.00__ 1 722T 1.with a sufficiently low percentage of overcorrection (30%).

WSW 0.126 0.192 0.001 1.22 1.00

Table 2 also includes the multiplication factors for

3.4 Discussion of results adjustment of LLWAS wind speeds to a radar equivalent,
using both the p and p - o/2 as the exponent in the power

We found a large variation for the twelve stations, law relationship, and a typical radar scan height of 200 m.
and a significant range of variances as well. Wind speeds
measured at stations CF and N are mos: representative of
the radar wind speed, with near-zero p values implying an 4.A Microburst Case Study
excellent anemometer exposure. Station SSE shows the In order to observe the potential impact of the LLWAS

wind adjustment, we applied it to data from a strong micro-
burst event which affected flight operations at Stapleton Air-
port on 11 July 1988 (Schlickenmaier 1989). The microburst

0.4- developed as a series of pulses along a line to the east and
SSE south of the east-west runways from 2206-2221 UTC.

0.3- Figure 5 shows LLWAS wind plots at two instances during
U w the microburst period. Figure 5 (a) (2209:22 UTC) shows

0 0.2- the location of two main pulses (labeled A and B) along the<I SCF SSW

SE microburst line. The locations of these pulses were deter-
U WSW NW mined through analysis of single- and dual-Doppler radar

< N data, and supplemental surface anemometer data. By
CF 2211:21 UTC [Figure 5 (b)], a third pulse (C) is identified

0 1 near station SSE. Pulse B ultimately provided the strongest
10 15 20 shear, as radar data indicated more than 80 knots of head-

DISTANCE FROM FL-2 (KM) wind loss to the east of the east-west runways. The shear

Figure 3 . Plot of the average value of the exponent p versus station from this pulse, however, was beyond the range of the
distance from the FL-2 radar. LLWAS network and not fully sensed by the anemometer

system.
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Figure 4 . Histogram plots of the probability density of p for each stat on where p is the value of the power law profile exponent. a is
the standard deviation, and N is the total number of data points used to determine the distribution.
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level (the approximate average height of the low-elevation

(a) 22 (b) tilts over the network), conservatively applying the power
Na N2 b)law by reducing the empirical value of p by o/2. The adjust-
&I W ment of the LLWAS wind speed made it more consistent

NNW 1 with the dual-Doppler wind, prior to the microburst. Howev-
| er, once the microburst winds began to affect a station, the

NW N NW N LLWAS wind speed was greater than that from dual-iNW Doppler data, and the adjustment of the LLWAS wind ac-
W Ci w CF tually increased the difference in wind speed as measured

by the two systems.

wsw W EW Two examples of this overcorrecting are shown in
_S_____ Figure 6 . At station SSE, the adjustment to the LLWAS

sw '-sw wind speed makes it more consistent with the dual-Doppler
4s speed up until 2208 UTC, at which time there is a spike in

the wind speed resulting from the nearby microburst. For

Figure 5 . LLWAS winds for I 1 Jul 1988 at a) 2209:22 UTC and the next few minutes, the LLWAS speed is either equal to
b) 2211:21 UTC. One full barb represents 10 m/s. Runways are de- or greater than that measured from dual-Doppler data, and
noted by bold straight lines. Positions of main microburst pulses are the adjustment of the LLWAS wind results in a greater dif-
lettered A, B, and C. ference from the dual-Doppler wind. A similar affect is seen

at Station SE [Figure 6 (b)], as the third pulse in the micro-
The LLWAS winds (adjusted and unadjusted) were burst caused a wind speed spike shortly after 2210 UTC,

compared with wind vectors from dual-Doppler radar data, at which time the LLWAS wind speeds generally exceed the
with particular attention to those stations affected by the mi- radar speeds. A possible explanation for this overcorrecting
croburst, namely SE, SSE, SCF, S, and SSW. The LLWAS is discussed in section 4.3.
wind speeds were adjusted to a height of 200m above ground

4.2 Gust Front Case Study

ODual-Doppler - LLWAS --- LLWAS (adjusted) On 17 July 1988 a strong gust front traversed the

(a) Station SSE LLWAS network shortly after 2130 UTC with the strongest
15 component of wind oriented radially with respect to the

FL-2 radar. Unlike the previous microburst case in which101 C * the strong winds developed impulsively from a downdraft

5-; ' * A0 directly over the LLWAS network, the strong winds here
. . , propagated over the network from the northwest.

0Figure 7 shows both the unadjusted and adjusted radial
360 . component wind speed traces for two LLWAS stations as

Z 270 ,o 0 0 compared to the radar-measured wind.P -C
0180-1 0
w80 ° o For Station SSE, statistical analysis yielded a signifi-90 go- cant adjustment for the LLWAS wind speed (Station SSE

0 has the highest adjustment factor). It can be seen in
22:02 :04 :06 :08 :10 :12 :14 :If [Figure 7 (a)] that this adjustment to the LLWAS wind

TIME (UTC) speed is successful in bringing the LLWAS winds closer to

the radar winds. In the case of station SCF [Figure 7 (b)],

20 (b) Station SE where statistical analysis yielded a much smaller adjustment
5 . to the LLWAS winds, the results are very similar to Station

,,5, SSE in that the LLWAS wind estimate is greatly improved.
o0 0 0 a LLWAS winds are not overcorrected in either case.
5. 0 00

3601-

Z 270"0 The overcorrection by the empirical power law rela-

U 180- tionship during the microburst (divergent) wind shear event
- 90may be explainable by the deviation from the typical vertical
S90wind profile within the lower boundary layer during a micro-

0 . . burst [Figure 8 (a)]. As the microburst reaches the ground,
22:02 :04 :06 :08 :10 :12 :14 :I its downward momentum locally perturbs the vertical wind

TIME (UTC) profile, and the horizontally divergent wind results in a very
Figure 6 . Time series plots of wind speed and direction for LLWAS thin layer of very high wind speeds near the ground. In con-
(sohd line), adjusted LLWAS (dashed line), and dual-Doppler synthe- trast, the boundary layer wind profile in a gust front
sized winds (circles) for LLWAS stations a) SSE and b) SE during [Figure 8 (b)] conforms better to that modelled with an av-
a microburst event. erage power law profile. Also, the radar measurement of

wind over a pulse volume in this case more nearly equals
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Figure 7 . Plot of radial component of wind speeds with respect to FL-2 as measured by radar (solid line), LLWAS (bold dashed line),
and adjusted LLWAS (dashed line) at location of LLWAS stations a) SSE and b)SCF.

yield equivalent speeds. During such events the application
(a) (b) of a wind speed correction factor is not necessary and could

a) (b)result in the overestimation of ground wind speeds. In the
case of a gust front, however, where winds are generally par-
allel to the surface and penetrate the surface boundary layer

0 0 to a lesser extent, the comparison between the two sensors

L :is not as good. It has been shown that in these cases the
application of a correcting factor can make LLWAS winds

WIND SPEED WIND SPEED more comparable to Doppler radar winds.

Figure 8 . Schematic illustration of wind speed profile for surface
conditions a) with strong divergent wind shear, and b)strong persist- 6. REFERENCES
ent straight line winds.

Cornmarn, L.B., P.C. Kucera, M.R. Hjelmfelt, and K.L. Elmore.
1989: Short time-scale fluctuations in microburst outflows as ob-

a point measurement, because the wind speed variations served by Doppler radar and anemometers. Preprints. 24th Con-
with height are smaller. ference on Radar Meteorology, Tallahassee, FL, Amer. Meteor.

Soc., 150-153.

5. CONCLUSIONS Cornman, L.B., and F.W. Wilson, Jr., 1989: Microburst Detection

from Mesonet Data. 3rd International Conference on the AviationWeather System, Anaheim. CA, 35-40.
It has been found that wind speed measurements by

surface anemometers and by Doppler radar were, in gener- Evans, J.E., and D.H. Turnbull, 1989: Development of an automated
al, quite comparable over the Denver 1988 LLWAS network windshear detection system using Doppler weather radar. Proc.
for a set of 11 days with appreciable weather. We used the IEEE, 77, 1661-1673.
exponent p from the power law shown in Eq. (2.1) as an
indicator of the correlation between surface and radar wind Haltiner, G.J., and F.L. Martin, 1957: Dynamical and Physical Me-
speeds. In Figure 4 it can be seen that the highest probabili- teorology. McGraw-Hill, New York, 228-233.
ty density of p occurs fairly close to zero for most of the
stations. Such p values imply the need for little or no correc- Joffre, S.M., 1984: Power laws and the empirical representation of
tion of surface wind speeds. A few of the stations (i.e. SSE, velocity and directional shear. J. Appl. Meteor., 23, 1196-1203.
S, W, and SW) show higher p values. These higher values
are most likely the result of poor anemometer siting or a Schlickenmaier. H.W.. 1989: Windshear Case Study: Denver, Colora-
mechanical problem with the sensor. The best solution do, July 11. 1988. FAA Report No. DOTIFAAIDS-89119. 552 pp
would be to resite or raise the anemometer, but this is not
always possible. The possibility of providing the necessary Turnbull, D., J. McCarthy, J. Evans, D. Zrnic', 1989: The FAA Ter-
correction numerically using the power law profile was eva- minal Doppler Weather Radar (TDWR) program. Preprints, 3rd
luated. International Conference on the Aviation Weather System, Ana-

heim. CA, Amer. Meteor. Soc., 414-419.
A closer look at the data reveals that during micro-

burst conditions, where a strong downdraft results in a hori- University Corporation for Atmospheric Research, 1990: Network Ex-
zontal spreading of air close to the surface, the two sensors pansion LLWAS Algorithm Specification.

32



VERTICAL REFLECTIVITY PROFILES: AVERAGED STORM STRUCTURES
AND APPLICATIONS TO FAN-BEAM RADAR WEATHER DETECTION IN THE U.S. *

Seth W. Troxel and Cynthia D. Engholm

M.I.T. Lincoln Laboratory
Lexington, Massachusetts 02173

1. INTRODUCTION 0

The FAA is deploying over 100 next generation air-
port surveillance radars (ASR-9) at selected major airports -5
across the country. Like previous ASRs, the ASR-9 utilizes S
dual broad elevation fan beams (Figure 1) along with a rapid ( -10 - -,

scan rate (12.5 PM) to exercise its primary function of de-
tecting aircraft over a 60 nmi radius. In addition, the ASR-9 -15
has a separate dedicated weather reflectivity channel which
allows air traffic controllers to display quantitative precipita- ._ -20 -

tion intensity reports corresponding to the NWS six-level .

intensity scale on their PPI display. The 30 second update -25 0
rate of the weather channel coupled with the large sample 5 0 51015 20 25 3035 40

volume swept by the ASR-9 fan-beam combine to provide Elevation Angle (Degrees)

timely and useful indications of precipitation intensity within Figure 1. ASR-9 antenna pattern in the principal elevation
plane. Black curve is low beam; gray curve is high beam- Plotthe terminal airspace. is for a 00 elevation antenna tilt.

The PPI display of precipitation intensity which isThe PI ispay o prciptatin itenity hic is the fan-shaped beam. If the shape and altitude extent of
presented to the air traffic controller is essentially a 2-D the fan-shapedleam. Ifie sh an ald ee of(R.6 reresntaton f te 3D (R0,4) rfleciviy feld the vertical reflectivity profile (such as could be provided
sampled by the fan-shaped beam of the ASR-9. Since the by a pencil-beam radar) are known, then a. suitable adjust-ment can be calculated and applied to the fan-beam reflec-antenna gain varies with elevation angle (Figure 1), the pa- tivity estimate in order to produce the desired reflectivity
rameter reported by the ASR-9 weather channel represents
a beam-weighted, vertically averaged estimate of storm in- report.
tensity. Previous research has shown that the vertically inte- The six-level weather thresholds are stored in pro-
grated reflectivity automatically reported by fan-beam ra- cessor memory for each range gate as functions of receive
dars such as the ASR-9 correlates well with estimates of beam (high or low). The thresholds can be adjusted to com-
vertically integrated liquid water content (VIL), a useful me- pensate for beam filling losses. The adjustments initially
teorological parameter which is a measure of overall storm implemented in the ASR-9 were derived using a reflectivity
intensity. (Dobson, et al., 1978, Alaka, et al., 1979). Dob- profile model which assumes the maximum reflectivity of
son found a linear relationship between VIL and fan-beam the storm is distributed constantly from the surface up to
reflectivity from 30 to 60 dBZ assuming the beam is filled 4 km, and then falls off at 3 dBZ per km above 4 kn. The
with precipitation (see discussion in Section 4). success of the reflectivity correction depends on how well

If the beam is non-uniformly or only partially filled the model profile matches actual storm profiles. If regional
with precipitation, then the inherent vertical integration in- variations in general storm morphology are significant, then
troduced by the fan-beam may cause an underestimation different beam filling loss correction models may need to

of the storm intensity. This beam filling loss is most acute be developed for specific regions. Understanding the signif-
at long range, where the vertical extent of the beam inter- icance of these regional variations in storm vertical reflectiv-
cepts more than 10 krn of altitude. The magnitude of this ity structure and thefr impact on ASR-9 weather report accu-
error depends on the complex interaction between the verti- racy provided the motivation for this study.

cal reflectivity structure of the storm and its interception by

*The work described here was sponsored by the Federal Avi-
ation Administration. The United States Government assumes no
liability for its content or use thereof.
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2. METHOD do: Kansas City, Missouri; Huntsville, Alabama; Boston,
Massachusetts; and Seattle, Washington.

2.1. Overview
2.3. Construction of Vertical Reflectivity Profiles

Volumetric pencil-beam radar data from selectedVoluetrc pecilbea radr dta rom eletedEach radar volume scan consisted of a series of fullI-
sites in the continental U.S. were used to construct vertical circle echar vl scan coniste o a ee f-ciceor sector PPI scans containing between 5 and 20 eleva-
profiles of reflectivity from which VIL, echo tops and bases, tion tilts. Selected azimuth sectors of tl~ese volume scan

and mean reflectivity profiles were calculated. The pencil- data were mapped onto a cylindrical coordinate grid having
beam data were also used o construct the vertical profile a range radius of I11 km and a height of 20 km. Azimuthal
maximum projection Z..,, - a useful 2-D reflectivity re- and range granularity were matched to those of an ASR-9
presentation for air traffic control purposes in summertime - .41 and 0.926 kmr respectively - while vertical gran-

convective storms. Z,. represents a conservative report of ularity was 0.5 km. A profile cylinder generated from a full-
storm intensity and is indicative of the worst conditions clr vty uws an could th er cner a s man a s
which may be encountered by an aircraft at any altitude. circle volume scan could therefore contain as many as
There may be situations in which the Z.. parameterization 30,720 individual vertical reflectivity profiles.
is not appropriate. For example, Zm..x would be overly sensi- Each of the individual profiles in the cylinder was
tive to profile peaks caused by bright-band effects. A bright smoothed using a vertical reflectivity gradient check to reject
band is an enhanced reflectivity layer occurring in the region single-point outliers caused by clutter residue or noise
of ice-to-water phase change, usually not indicative of vig- spikes in the data. Profile bins which remained empty after
orous vertical motions. polar-to-cylindrical coordinate mapping were filled using

a cubic interpolatory spline.

A simulation facility was developed which calculates

the equivalent ASR-9 fan-beam reflectivity estimate for a 2.4. ASR-9 Fan-Beam Reflectivity Computation

reflectivity profile positioned at any range from the radar For each of the reflectivity profiles in the cylinder,
(see Section 2.4). By using this facility, we were able to the equivalent ASR-9 fan-beam reflectivity 7,, was com-
assess the amount of adjustment in the ASR-9 reflectivity puted at 4 nmi range intervals from 0 to 60 nmi and for both
estimates required to produce the desired 7, reflectivity high and low receive beams using:
product.

iT/2
2.2. Site Selection JZ(R,-,) B,(4,) B,(-i) d-,

In order to examine regional variations in precipitat. Zasr(R) = 0 (1)
ing cloud systems, the continental U.S. was divided into five 'tr62
regions : East (E), Florida and South Plains (S), Midwest fB(4) B,(4,) d4

(M), High Plains (HP), and West (W) (Figure 2). Digital 0

Here Z(R,4,) is the vertical reflectivity profile value found
at range R and elevation angle 4, (horizontal stratification
of the reflectivity profile is assumed in converting from
height to elevation angle ), and B(4,) and B,(4) are respec-
tively the transmit and receive antenna gain at elevation

angle 4,. Antenna gain measurements were previously ob-
tained from a testbed ASR-9.

2.5. Calculation of VI.

The vertically integrated liquid water content (VIL)
was computed for a given vertical reflectivity profile using

the formulation proposed by Greene (1972):

htop
VIL = 3.44 x 10-6Jf Z4/7dh (2)

Figure 2. ASR-9 Beam Filling Loss Storm Model Regions. hbhse

radar data recorded during previous field experiments using
radars operated by MIT Lincoln Laboratory (FL-2), MIT where hb..e and h,,, are the cloud base and cloud top in me-
Center for Meteorology and Physical Oceanography, and ters, and Z is the radar .eflectivity factor in the standard
NCAR (CP-3) were obtained for one representative site units of mm6/m3 . VIL has units of kg/m 2 and represents
from each region. The sites selected were: Denver, Colora- the in-cloud water content per unit area.
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2.6. Calculation of ASR-9 Reflectivity Adjiustments
Table 1. Storn profile intensity classification criteria.The ASR-9's weather thresholds are stored as func- ~

tions of range, receive beam, and weather level. The Reflectivity (dBZ)
Z.,,(R,beam,weather level) curves and the Z-.,, values pro- Category [NWS Levels] Altitude (ft)
vide the information needed to derive threshold adjustments
to bring the measured reflectivity in line with Z The
problem becomes one of computing the reflectivity scaling Weak < 41 < 25,000

factor il which minimizes the mean square relative error e [1 2]

between Z.,, and Z,,, over the ensemble of profiles {PI, P2,

PN-i, PN}:: Moderate 41 - 50 25,000 - 35,000

2 [3 - 41

r 2(Rbeam,wx level) = - ] (3) Strong > 50 > 35,000
p=l L [5 - 6]

The scaling factor which minimizes the error is given by:
N 12 kmn. This is probably associated with the rapid decrease
N /of moisture near the tops of the storms and the limiting ef-
p ' (Z .) fect of the tropopause. The Wallops Island profile is not

TI(R,beam,wx level) = (4) inconsistent with this idea. The Huntsville, Kansas City, and
N Wallops Island profiles indicate a sharp reduction in drop
y (Z.,

2 / Z..,x2) sizes and/or number density above a surface-based high rel-
p=l ative reflectivity layer. The surface-based constant reflec-

Equation (4) was used to calculate il (the reciprocal of the tivity layer seen in the Denver profile exhibits lower relative

required threshold adjustment) as a function of range for reflectivity presumably due to the presence of a dry sub-

both receive beams and for each of the six NWS weather cloud environment in some of the profiles. Profiles con-

levels. The weather level of a profile was defined to be the structed from wintertime stratiform precipitation in Seattle

NWS level corresponding to Z,,,. are quite different from those from other sites. The mean
profile exhibits a pronounced peak at 3 kin, which is attrib-

3. VERTICAL REFLECTIVITY PROFILES uted to bright band effects.

Vertical reflectivity profiles from each site were Strong mean profiles extended 2-6 km higher than
grouped into three intensity classifications, and the mean their moderate counterparts (Figure 4). This is especially
profile for each intensity category was computed. Profiles true of the Kansas City profiles, probably because of the
were assigned the greatest intensity category defined by increased frequency of supercell storms in the Midwest. The
peak reflectivity or altitude (18 dBZ top) criteria shown in Wallops Island profiles showed the least amount of change
Table 1. Mean profiles for the moderate and strong storm between the two intensity categories. There were almost no
intensity categories for each of the five sites are shown in strong profiles from the Seattle data set, so no mean profile
Figures 3 and 4 with solid curves. The number of profiles was constructed for this category.
used to calculate each site-specific mean profile is given In order to characterize the representativeness of the
in parentheses. An overall mean profile was constructed mean profiles, the standard deviation of relative reflectivity
by computing the unweighted mean of the five site-specific was computed as a function of altitude over the ensemble
mean profiles for each intensity category and is depicted as of profiles from each site (Figure 5). The standard deviation
a dashed curve in each of the graphs of Figures 3 and 4. was computed based on normalized linear reflectivity units
Results from Konrad (1978) for observations taken at Wal- which range from 0 to 1. Hence, a standard deviation of
lops Island, Virginia are also shown for comparison. Konrad 0.30 represents a variability of 30 percent. The standard
computed mean profiles from individual profiles grouped deviations are between 0.35 and 0.40 at the surface, with
into 5 dBZ bins. For comparison with our results, we re- a slight decrease in variability with height up to approxi-
grouped Konrad's mean profiles into our corresponding mately 8 and 12 km for moderate and strong profiles, re-
moderate or strong intensity categories, normalized each spectively. This region of relatively high variability implies
mean profile by it's peak reflectivity value, and computed the presence of small-scale reflectivity cores occurring over
mean relative reflectivity profiles. a range of altitudes. The large magnitude of this variability

Moderate profiles from Boston, Denver, Huntsville, suggests that mean profiles should not be used in computa-
and Kansas City tend to fall off significantly between 8 and tions sensitive to small-scale features.
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Figure 3. Mean vertical relative reflectivity profiles (solid line)
of moderate intensity for each of the five sites and for Wallops Figure 4. As in Figure 3 but for strong profiles.
Island (from Konrad, 1978). Dashed line is 5-site mean profile.
Numbers in parentheses indicate the number of profiles used to Mean vertical reflectivity profiles are therefore inappropri-
determine the mean. ate for determining fan-beam reflectivity adjustments.

4. COMPARISON OF CORRECTED ASR-9 RE- An illustration of this can be seen in Figure 6a which

FLECTVITY ESTIM4ATES AND VIL. shows a set of three synthetic reflectivity profiles normalized
by their own maximum reflectivity and whose shapes are

Mean vertical reflectivity profiles are useful for char- comparable to profiles commonly observed at different
acterizing climatological similarities and differences be- stages during the evolution of a storm cell. The correspond-
tween sites and different storm intensities. However, we ing mean profile is given in Figure 6b. The deep layer of
found that the use of mean profiles for deriving threshold near-maximum reflectivity apparent in the mean profile is
adjustments does not account for small-scale features often an artifact resulting from the averaging of profiles with
observed in the individual profiles. These features may be peaks at varying altitudes. Clearly, if a vertically averaged
peaks associated with regions of hail growth or heavy precip- quantity such as Z,,, is computed for the mean profile and
itation aloft and may present significant hazards to aircraft. compared against the corresponding Zm.x, the resulting dis-
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Figure 7. Differential reflectivity between the vertical pro-Figure 5. Standard deviations of moderate and strong mean file maximum and uncorrected ASR-9 reflectivity for theprofiles. three profiles and their mean shown in Figure 6. Curves are
for the low receive beam.

10 10 evaluation are shown in Figure 8 as a function of range.
Shown are the results for the observed or uncorrected ASR
reflectivities, the current operational correction, and the ex-

- 2 ponential fit or new correction. A significant improvement
3 .over the current correction is achieved by using the new cor-3.) rections computed according to the method of minimizing

the error.

0- -01100

L 0.eCorrecon
-30 0 -30 0 . . -" -
Relative Reflectivity (dB) Relative Reflectivity (dB) " U 80 "

(a) (b

Figure 6. Example of (a) three individual profiles (normalized .52 60
by their maximum value) and (b) the corresponding mean profile "
(not normalized a second time). O c-"

agreement will be small, suggesting that very little adjust- .u t

ment of the Za, estimate is required. Figure 7 plots the
differential reflectivity between Z,,, (uncorrected) and 7--, < 20 Unorecte
using individual and averaged profiles. Relative to the mean
profile, a significantly greater differential reflectivity is seen
between Z.. and Z,, computed from the individual pro. 0
files in Figure 6a, especially at those ranges where the nose 0 10 20 30 40 SO 60
of the radar beam intercepts the storm profile above or be- Range (nmi)
low the profile peak.

The method adopted for computing a correction to Figure 8. Evaluailn of the effectiveness of the new correction
compared to the current correction and the uncorrected reportsthe ASR reflectivity observations in order to more accurately of precipitation intensity. See text for further explanation

report the storm intensity minimized the error between the
reported reflectivity (Z.,) and the desired reflectivity(Z ). Dobson (1978) found that fan-beam reflectivity was
This computation was done for each of the five sites sepa- well correlated to VIL for a set of 37 profiles between the
rately with one correction for each of the six NWS weather values of 30 and 70 dBZ. 115,000 profiles were available
levels. These "site/level dependent" corrections were then in the same reflectivity range from the data set used in this
combined and an exponential fit to the data was calculated study and are also found to be well correlated to VIL. The
to define the new correction. The metric used to evaluate correlation was computed for both uncorrected ASR reflec-
the success of the correction was the percentage of profiles tivity and ASR reflectivitics adjusted with the new correc-
assigned to the correct weather level. The results of this tion. This is shown in Figure 9 with boxes and triangles for
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the uncorrected and corrected ASR reflectivities, respective- were found to be inappropriate for use in calculation of the
ly. A linear fit to the data in dB units was computed for adjustments of the weather levels-

each reflectivity product, and yield correlation coefficients Weather level adjustments were computed by mini-
of 0.85 and 0.88, respectively, for profiles with reflectivities mizing the relative error between the fan-beam reflectivity
greater than 30 dBZ. Inspection of the data suggests a linear Z.,, and the storm intensity represented by Z A single
relationship between VIL and fan-beam reflectivity for correction was found to be suitable for all regions and
reflectivities above 20 dBZ, but that this relationship breaks weather levels. This correction yields substantial improve-
down for reflectivities less than 20 dBZ. Note that for values ment over the initial adjustment based on a model reflec-
less than the NWS level 1 threshold (18 dBZ), no correction tivity profile. Both adjusted and uncorrected fan-beam
is applied. The results shown here differ slightly from the reflectivity estimates were found to be linearly correlatediapl.Teresults show Dosnhe7)Fgre 9dased sline).frm h
results of Dobson (1978) (Figure 9 dashed line), with VI for reflectivities above 20 dBZ. This result may

20 1 XI be useful in future interpretation of fan-beam reflectivity

n Uncorrected ASR estimates.
15 A Corrected ASR
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(triangles), where the correction is only applied to reflectivities
greater than 18 dBZ. The dashed line indicates results of a simi-
lar comparison done by Dobson (1978).

5. SUMMARY

The ASR-9 radar provides air traffic controllers with
estimates of precipitation intensity quantized into the NWS
six weather levels. Tl-,. fan-beam reflectivity estimates may
not be representative of the storm intensity in those in-
stances where the vertical reflectivity profile is non-uni-
form. To counteract this effect, the weather reflectivity
thresholds may be adjusted on a regional and range basis.
Five regions across the continental United States were iden-
tified, and one site from each region studied. The analysis
began with a characterization of the vertical reflectivities at
each site through derivation of the mean profiles for moder-
ate and strong storms. Examination of these profiles and
their associated standard deviations lead to the conclusion
that there is a large degree of variability in the shapes of
these profiles and the altitude extent of the highest reflec-
tivity features. Because of this variability, mean profiles

38



UNDERSTANDING AND PREDICTING MICROBURSTS

Marilyn M. Wolfson

MIT Lincoln Laboratory

Lexington, Massachusetts 02173

I. INTRODUCTION accidents. In all three of these cases, the thunderstorm
downdraft implicated in the accident descended into a pre-

Wind shear is a major cause of aircarrier accidents existing outflow that was produced from a nearby thunder-
in the United States, and most of these accidents have been storm. The presence of the turbulent gust front at the leading
caused by one particular form of wind shear called a
microburst (Zorpette, 1986). Microbursts have been defined edge of the pre-existing outflow was not taken into consider-

as small scale, low-altitude, intense downdrafts which im- ation in assessments of the wind shear hazard in these cases.

pact the surface and cause strong divergent outflows of In two of the four additional fatal accidents attributed
wind. We know they are associated with thunderstorms and to thunderstorm low altitude wind shear ( Table 1 ), roll
are usually but not always accompanied by heavy rainfall clouds were noted by eyewitnesses. These were the crash
at the ground. However, a number of meteorologically dis- of a Braniff Airways plane at Falls City, NE on 6 August
tinct phenomena associated with thunderstorms can give 1966 and the crash of an Ozark Air Lines plane St. Louis
rise to strong downdrafts and high surface winds. Most mi- MO on 23 July 1973. No one escaped injury in these two
croburst research has focussed on the main precipitation accidents, either. In the Falls City crash, "ground witnesses
driven downdraft of thunderstorms, both with and without observed the aircraft to fly into or over a roll cloud preceding
significant surface rainfall. But other downdraft types such a thunderstorm and shortly thereafter saw an explosion in
as the dynamically driven downdrafts at low altitude asso- the sky followed by a fireball falling out of the cloud. Two
ciated with "vortices" at the leading edge of expanding thun- pieces, later identified as major portions of the right wing
derstorm outflows and with "roll clouds" have also been as- and empennage, were seen falling separately from the main
sociated with the microburst problem. part of the aircraft. Shortly thereafter the witnesses noted

In this paper, I discuss these two primary forms of high gusty surface winds and light to moderate rain which

low altitude downdraft phenomena in thunderstorms. This accompanied the passage of a squall line through the area.

differentiation is essential to discovering exactly what at- The cause of the accident was determined to be inflight

mospheric conditions lead to the development of the most structural failure caused by extreme turbulence (Ruoich

hazardous microbursts. A physically based predictive model 1986). Roll clouds mark the ascending branch of a horizon-

for thunderstorm downdraft strength is presented which tal vortex, usually either the gust front itself, a solitary wave,

shows that the radar reflectivity of a storm alone cannot be or part of an undular bore (Smith 1988). Before micro-

used an a hazard index; information about the static stability bursts, gust fronts were considered the primary form of avi-
o ation hazardous low altitude wind shear. The informationof the atm osp here is also essential. I hen sh ow that the in T b e 1 nd c t s h a t ey re n e d ex e m l h z r -in Table 1 indicates that they are indeed extremely hazard-

downdrafts associated with the gust front around a cold out- ous.
flow from a small isolated thunderstorm, a microburst, are
inherently stronger at low altitudes than those found in more What role did the low altitude downdrafts and turb]-
straight-line gust fronts. Finally, I reexamine the most re- lence associated with the gust front at the leading edge of
cent fatal U.S. microburst accident, the crash of Delta 191 a pre-existing outflow play in the three microburst related
at Dallas/Ft. Worth in 1985, and show that both types of fatal aircraft accidents? Certainly the divergent headwind-
low altitude downdrafts were encountered as part of the "mi- tailwind shear of the thunderstorm outflow itself can easily
croburst", although the downdrafts came from different become strong enough to cause an unmanageable loss of
storms. lift to an aircraft penetrating it ( Figure 1 ). Figure 2 shows

that the magnitude of the downdraft velocity has as much
2. THE MICROBURST AIRCRAFT HAZARD effect as the horizontal wind shear on the ability of a plane

Three major aircraft accidents account for all of the to maintain its speed and glide slope profile. But

aviation fatalities attributed specifically to microbursts in Figure 2 also shows that even performance increasing wind

the United States ( see Table 1 ). The first of these - the shear (increasing headwind) and updrafts, typically asso-

crash of Eastern 66 at Kennedy airport in New York on 24 ciated with gust fronts, can be unsafe when their magnitudes

June 1975 (112 fatalities, 12 injuries) - led to the introduc- are large. The effect of turbulence on aircraft control is not

tion by Fujita and Byers (1977) of the new downburst/micro- captured by the F-factor index, but the hazard can be ex-

burst terminoloy The two other fatal microburst accidents treme, especially at low altitudes.

were Pan Am 759 at New Orleans International airport on I suggest that the pre-existing gu front in each of
9 July 1982 (152 fatalities, 9 injuries), and Delta 191 at Dal- the fatal microburst accident cases may have added a crucial
las/Ft. Worth International airport or, 2 August 1985 (130 ingredient to the overall hazard encountered. When a thun-
fatalities, 31 injuries). No one escaped injury in any of these derstorm outflow forms on top of an existing gust front, two

hazardous regions become juxtaposed that would otherwise
The work described here was sponsored by the Federal Avi- be physically separate. This combination may be what was

ation Administration. The United States Government assumes no first called a downburst, and later a microburst, by Fujita
liability for its content or use thereof. and Byers (1977).
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Table 1 . Aircraft accidents in the United States attributable to microbursts or low altitude wind shear associated "ith rht,:derstorrr5 I.,".;

speed is given in meters per second, and cell diameters are given in kilometers. F../U indicates number of fataltrie., injured, and r'.'
Information adapted from Viemeister (1961), Fujita (1985), Rudich (1986), and Laynor (1986) MB indicates microburst

Location Date Winds Diametet Rain Weather F I L'

Bowling 28 Jul 43 strong 10-15 yes strong squid! wind from violent downdraft fanning out at surface. untsualli severe
Green turbulence

Mason 22 Aug 54 35-40 5 heavy plane entered thunderstorm at 400-500 ft. sank in downdraft 2
City, IA

Roch- 2 Jul 63 shift- ? heavy thunderstorm approaching runway from west, plane took off into heav' rain and .
ester ing shifting winds
NY I I

Falls 6 Aug 66 gusty n/a light roll cloud preceding thunderstorm; severe turbulence 4 0
City, NE I I

St. 23 Jul 73 strong ? heavy severe thunderstorm with roll clouds, heavy rain. strong wind, 3 "
Louis

Chatta- 27 Nov 73 ? ? heavy low altitude wind shear existed in heaky rain on approach 01,42
nooga

New 24 Jun 75 10-17 5-10 heavy hot smoggy day, seabreeze; light, moderate, & heavy rain; numerous small cells, 1;2 :Z
York spearhead echo 8 x 32 kin; MB

Denver 7 Aug 75 >12 2 light numerous scattered showers-small and weak; cell broke into two, thunder heard, 15 1 -.
spearhead echo 8 x 16 kin; MB

Raleigh- 12 Nov 75 ? ? heavy unexpected heavy rain, windshear and downdraft at 100 ft agi c "3

Durham

Phila- 23 Jun 76 20 4 yes headAind increase in front of shower; scattered showers and thunderstorms near 0,86 _7
delphia warm front, growing spearhead echo 13 x 27 km; MB

Tucson 3 Jun 77 14 2 none numerous CB around airport; gust front passed with 25 ms surface win6s; MB 0 (. ALL

New 9 Jul 82 >15 2 heavy scattered showers, 7 gust fronts nearby, recent growth of convective cloud tops; 152, 9 C
Orleans MB

Detroit 13 Jun 84 10-16 heavy thunderstorm with heavy rain; 3/4 inch hail at 100-200 ft agl; turbulence, severe 0' 0 ALL
+ hail wind shear

Dallas 2 Aug 85 22-35 4 very scattered small cells initiated on gust front out of large cell to N\V'. very hot da%. 130 3, CL
heavy cloud top of MB cell 23 Kft (questionable - NTSB reported 40-50 Kft ); MB

AIRCRAFT ENCOUNTER WITH A MICROBURST ou

W ad- Tall ou rot.] d.1talNe of

-- SAFE ERAIN UPOhAf W

300- F Fo

10 - t IWi I
VV

Figure I Schematic drawing of an aircraft encounter with a mi- Figure 2 . Definition ofF-factor wind shear hazard mndex. Ts;cs,

croburst. Notice that the increased headwind lifts the plane above threshold values (Fo) for jet transport range from 0. 10 - 0 15 .A\o-

its intended glideslope while the increased tailwind causes the plane tice that all of the aircraft accidents are thought to have taken place

to fall below its intended glideslope. This simplified view of a micro- in the quadrant associated with divergent horizontal winds and dowRn-

burst is inaccurate because it does not depict the extremely turbulent ward vertical velocities along the flight path. Adapted from Targ anJ

vortex at the leading edge of the outflow. Bowles (1988).
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3. PREDICTING THUNDERSTORM DOWNDRAFT which varies only in height. and the subscript - denotes pm -,
AND OLTFLOW STRENGTH tial differentiation in heieht, Perturbation pressure buotanc,,

itself (as opposed to its vertical gradient) and frictional et-
Certainly a newly formed thunderstorm downdraft fects are ignored. Buoyancy effects of humidity in the en.i-

and surface outflow were key factors in all the microburst ronment have not been included but they can be easil h\
aircraft accidents. In this section, I focus on the identifica- substituting virtual potential temperature for e in Eq. (3.1
tion of observable parameters that will allow quantitative
prediction of the eventual maximum downdraft and outflow The rationale behind the model development is to re-
strengths. late each term in the vertical momentum equation to the ob-

servable environmental or storm characteristics that are
A great deal of research over the last few years has physically responsible for its ultimate magnitude. A number

attempted to quantify the factors influencing the develop- of simplifying assumptions have to be made. The total ve,:!-
ment of the strongest thunderstorm downdrafts and out- cal acceleration is approximated as:
flows. One of the apparent mysteries is that thunderstorms
with quite different downdraft and outflow strengths can oc- di,
cur simultaneously, in the same environment. Even when d - (.
the reflectivity or water content of these cells is taken into
account, differences remain that are related to cell forcing,
geometry, or the proximity and strength of neighboring con- This represents the left hand side of Eq. (3.1). Making this
vection. Another apparent mystery is that storms with simi- substitution, and integrating Eq. (3.1) in height, the folk.',,.-
lar reflectivity levels on different days produce very different ing dependence of the vertical velocity on the depth of the
strength outflows. Because of the proportionality between downdraft column results:
reflectivity and the downward acceleration due to water
loading, some argue there should be a monotonic relation- it forcing .

ship between downdraft/outflow strength and reflectivity.
Yet evidence is to the contrary (e.g., Wilson et al. 1984; Bi-
ron and Isaminger 1989). This is, in part, because environ- Knupp (1987) showed that this downdraft depth can be re-
mental factors that promote the thermodynamic generation lated to the "transition level" in the soundine. The down-
of negative buoyancy are of crucial importance in determin- draft velocity data from the cases he investigated do show
ing the ultimate downward acceleration and observed down- this square root dependence on the height of the transition
draft strength. Subtle differences in the vertical temperature level. Addis (1984) showed a similar dependence of the ver-
structure of the environment, such as the existence and tical velocity on the height of the downdraft column in his
height of any elevated stable layers or inversions, also play convective storm outflow modelling work.
an important role in determining the ultimate downdraft
strength (Knupp 1987). The first term on the right hand side of Eq. (3.1) :s

the temperature buoyancy. For a given condensate mixing
3.1. Model Derivation ratio, the downdraft velocity will increase as the lapse rate

in the subcloud environment increases from stable toward
Although a number of observational studies on deter- neutral values, largely because of the resultant temperature

mining reliable precursors for microbursts have been per- buoyancy contribution to the vertical acceleration. Studies
formed (e.g., Campbell and Isaminger 1989; Potts 1989), have shown that for strong downdrafts and outflows to occur
none have gone beyond basic statistical correlation of these at lapse rates below about 7 K/ki, high reflectivity must
precursors with resultant outflow strength. The approach be present. However, when the lapse rate approaches the
used here is to quantitatively predict thunderstorm down- dry adiabatic value, almost any concentration of precipita-
draft and outflow strength with a simple model based on tion can produce strong downdrafts, especially if the sub-
the vertical momentum and continuity equations. The pub- cloud layer is deep. Srivastava (1985) calculated the tern-
lished axisymmetric numerical thunderstorm model output perature excess of descending air parcels over their ambient
of Proctor (1989; referred to as P89), Krueger and Wakimo- environment for various subcloud lapse rates and liquid
to (1985; KW) and Droegemeier and Babcock (1989; DB) water mixing ratios, using a model based on evolution equa-
is used as "data" to derive the model. Details of the deriva- tions for raindrop mass and size distribution, thermody-
tion not presented here can be found in Wolfson (1990). namic energy, water substance, and vertical velocity. His

The vertical momentum equation is used to indicate tabulated data show a quadratic dependence of this tempera-
the expected dependence of the vertical velocity on the vari- ture difference on lapse rate for a given liquid water mixing
ous forcing mechanisms at work in the thunderstorm down- ratio:
draft. Neglecting entrainment, the Bouss;nesq form of the
vertical momentum equation can be written as: e' r 2 or w, (3.3)

d -(J j ) _ . (3.1)
d 1 , Po where G is the temperature lapse rate. By comparison with

the axisymmetric numerical model data of KW( Figure 3 ).
where w is the vertical velocity, t is time, g is the gravita- it was discovered that this relationship does indeed hold true
tional acceleratin, 6o is the potential temperature of the en- for a given precipitation mixing ratio. As the mixing rptio
vironment which varies only in height and 0' is the differ- increases, greater downdraft velocities are achieved, but the
ence in potential temperature between a parcel and the linear dependence of vertical velocity on lapse rate does not
environment, ( I + i ) is the mass mixing ratio of liquid water vary much. The mixing ratio dependence of the temperature
plus ice, P' is the perturbation pressure, po is the density buoyancy represents one part of the vertical acceleration due
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dence of the vertical velocity on precipitation size dis!ribu-
0. tion and phase will be contained in this choice

The third and final term on the right hand side of
-5- Eq. (3.1) is proportional to the vertical gradient of the per-

turbation pressure. For this thunderstorm downdraft appli-
L=-- . cation, the pressure perturbation of interest is created larce-

L 4 ly by the descending downdraft itself. and it genera.l>

- --- -opposes the downward motion, If all other forcing remain
L equal, the downdraft velocity will vary inversely with the

downdraft radius at large radii, because of the induced pre .-
sure perturbation (P89, KW). But the same induced pressure
perturbation sets up the horizontal pressure gradient that

-25- ultimately drives the divergent surface outflow as the do,.\ n-

draft reaches the ground; the pressure is thus the connection
-30 I I - between the downdraft and outflow. Based on the continuit\

7.5 8 8.5 9 9.5 10 of mass and on dimensional grounds, it can be seen that:
LAPSE RATE lKI/O)

Figure 3 Plot of the vertical velocity (w) vs the environmental U widt._. __

lapse rate (r) from the numerical simulations by Krueger and Waki- W height A
moto (1985), for liquid water mixing ratios (L) of 2, 4, and 8 glKg
(dashed lines). The solid lines represent the best fit for each mixing
ratio using the mean of the slopes derived from the least squares lin- where u is the outflow velocity from a cylindrical downdraf:
ear fit for each mixing ratio curve individually: w2 = -4.175 r + reaching the ground, and A is the aspect ratio of the dow r.
24.19; w4 = -4.175 r + 20.99; w8 = -4.175 r + 17.14. draft defined as the ratio of its height to width The thir4

term on the right hand side of Eq. (3.1) will be neplec'ed,
to total water concentration, and can be represented by an and the pressure effects will be incorporated in a prediction
undetermined function of the mixing ratio: equation for the ratio uiw.

The predicted outflow speed will depend not only oin
w r 2 + f (L) ] AZ the vertical velocity and the aspect ratio of the downdraft.

but on the temperature of the downdraft (outflow) air a
well. Fawbush and Miller (1954) modelled this dependence

Note that L is used to represent the total mixing ratio instead of horizontal wind speed with a cubic equation in tempe:--

of ( I + i ) as in Eq. (3.1) because no account is taken of tur on observai t a centlond that a
the phase of the water mass present. The temperature buo- ture based on observations, but P89 recently, found that a

the has ofthewate mas peset. he tmpeatue boy- linear relationship was roughly as accurate. However, there
ancy effects from the total water content can be quantitative- ar retica r

are no theoretically obvious reasons for either the cubic or
linear relationships. One theoretical guideline that could be

The second term on the right hand side of Eq. (3.1) used is the well known equation for the speed of the leadinc

is the contribution of precipitation loading to the vertical ac- edge of a density current that is thin relative to the depth

celeration. The form of that term, combined with the simpli- of the fluid in which it is propagating (e.g., Simpson 19S>":
fying approximation of Eq. (3.2), gives the following depen-
dence of the vertical velocity on the precipitation content: 2 h

W
2 

- L Az
where Vis the gravity current speed, Ap is the density differ-
ence across the front, p is the density of the less dense fluid.

Comparison with numerical model results of KW and DB and h is the depth of the density current. The horizontal flow

showed that if L was interpreted as the peak value of a Gaus- behind the leading edge is often faster than, but directly pro-
sian distributed precipitation region, then the vertical veloc- portional to the speed of the front, so the dependence on

ity also depended equally strongly on the vertical depth density difference should be the same. Since the magnitude
(Gaussian half amplitude width in the vertical) of that pre- of the fractional potential temperature difference across the

cipitation region. Representing this depth as D, the velocity front is proportional to that of the fractional density differ-

dependence can be expressed as: ence, Eq. (3.3) would imply the outflow speed was related
linearly to the lapse rate:

w 2 -L D Az

The parameters L and D will ultimately be estimated
from radar reflectivity which depends strongly on the precip- Comparison with numerical modelling results showed there
itation drop size distribution present in the storm. Many was indeed a dependence of the outflow speed on the lapse
equations relating reflectivity to water content that account rate that could be modelled as linear, but not enough data
for these different distributions have been derived. The were available to determine if the dependence was of higher
choice of equation will depend on the type of convection order or not. Thus a linear dependence between the outflov,
present (perhaps the peak reflectivity observed), the climatic speed and the lapse rate was assumed, and the best fit coef-
region, the season of the year, etc. All of the known depen- ficients were derived.
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3.2. Prediction Equations observed. Enough data were also presented for predicQ- '.

on two other storms, July 13 and July 16, 1986. %VakirYZ.
In the preceding section, the dependence of vertical and Bringi (1988) noted that the soundings on these tmo dacv

velocity on the radius and depth of the precipitation core, were similar to the July 20 sounding, but that there storm,
the precipitation mixing ratio, the environmental tempera- resulted in only "weak" and "moderate" outflows. respv-
ture lapse rate, and the height of the transition level was tivelv.
inferred by simple physical arguments These results were
confirmed through comparison with results from the pub- To estimate the parameters needed for the predicni-n
lished axisymmetric numerical modelling studies of P89, equations, the reflectivity values were first convered tc li,-
KW, and DB. These quantitative results were combined to uid water content using an equation derived by Burrows a-,
yield: Osborne (1986) for the volume concentration of water, ancd

normalized by the ambient density. A Gaussian shape v, a
2Tr subjectively fitted to the resulting distribution to give the lx,

W2 = [7.3 r + 9.75 L D - 4801 . (3.4) uid water content at the peak (L), the core depth (D: t1,re
Gaussian width at half amplitude), and the core aspect rai
(A). By fitting a bi-Gaussian distribution to the liquid watcr

where W is the maximum downdraft velocity in mis, r is content field, the data characteristics match as close!% as
the mean temperature lapse rate from the surface to the possible the water content fields used to initiate the numer-
freezing level in K/km, L is the precipitation mixing ratio cal models from which the equations were derived. The o!l'.-
in g/Kg, D is the depth of the precipitation core in km, and er required parameters were derived from the published
Tr is the transition level of the sounding in km. If evaluating soundings.
the terms on the right hand side of Eq. (3.4) produces a
negative number, W should be interpreted as negligibly The model estimates for these three high reflectivuv
small, cases are compared with the actual data in Table 2 . Tihe

simple model given by Eqs. (3.4) and (3 5) ha!, correctly
The dependence of the ratio of the maximum outflow ranked these quite different storms occurring in similar eni-

speeds () to the maximum downdraft speeds (W) was ronments, according to their outflow strength. This suggests
found to depend strongly only on the aspect ratio (A) of the that thunderstorm downdraft and outflow strength might be
precipitation core (i.e. ratio of vertical to horizontal extent), predicted quite adequately with standard radar reflectivt
with a weak dependence on the environmental lapse rate. data and a proximity sounding. Because radar reflectivi,'
These results were combined into a predictive equation for increases when frozen condensate melts. part of the in-
the ratio U/W which, when combined with Eq. (3.4), pro- creased acceleration from the thermodynamic effects of ice
vides a predictive equation for U alone: is incorporated even in this simple model.

u 5 r Wakimoto et al. (1989) studied a low reflectivity
w= ( + .65 (3.5) storm that occurred in the Denver area on July 9, 1987 %i:l

multiple Doppler radars and photogrammetric analyses. The

where all of the variables have been defined above. If the model estimates for this case are also civen in Table 2 In

predicted value of U/W is less than 1.0, the value should be Table 2 . Application of predictive model to 4 storm casc T
set equal to 1.0. For example, when the lapse rate is dry variables given are identified in Eqs. (3.4) and (3.5). The astr;>,
adiabatic, U/W = 1 for aspect ratios 2.75. indicate outflow values estimatedfrom sin.g!e Dopplor radar dac

the vertical velocities for those cases were not estimated The o:; -
In applying Eqs. (3.4) and (3.5), a three dimensional data were derived from multiple Doppler analyses.

radar reflectivity field would be searched for storm "cells",
significant maxima in the field, to locate the sites of poten-
tial strong downdrafts. A bi-Gaussian distribution would [Jul 20 '861 A D dBZ L Tr r tV U
then be fit to these regions, after they had been converted
from reflectivity to water mixing ratio. The peak value of (Strong) 1.8 2 63 27 22 7.2 16.8 16 5

the Gaussian mixing ratio distribution would be used for L, actual: 13 1-
the depth at half maximum for D, and the ratio of D to the
width at half maximum would be used for A. Because infor- [ Jul 13 '861 A D dBZ L Tr F V U
mation on the downdraft width is available through applica-
tion of this model, the surface divergence as well as the (Weak) 1.25 1.5 57 10 2 7.0 4 4

downdraft and outflow speeds can be predicted. Indicators actual: 7
of aircraft performance loss that depend not only on the dif-

ferential velocity, but on the horizontal divergence and the A D dBZ L Tr r W U
vertical velocity as well, can readily be calculated (e.g., F-
factor index, Frost and Bowles 1984; see Figure 2 )- (Moderate) 1.0 2 60 34 1.2 7.0 14 14

3.3. Apnlication of Model actual: ? 9

Recent papers by Wakimoto and Bringi (1988) and J A D dBZ L Tr r W U
Kingsmill et al. (1989) gave enough data on a "strong" air-
mass thunderstorm that occurred near Huntsville, AL on (Low dBZ) 1.0 2 25 0.2 4 9.4 14.3 21.5
July 20, 1986 to estimate the parameters needed for predict- actual: 13.4 > 15
ing the downdraft and outflow velocities via Eqs. (3.4) and
(3.5), and to compare the predictions with what was actually
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contrast to the previous high reflectivity cases, this case had airport on 26 June 1985. Observers noted extremely hea',%
only 25 dBZ or 0.2 g/Kg peak water content in the core. Thus precipitation during this storm. Taking as time T the time
the second term on the right hand side of Eq. (3.4) is essen- shown in Figure 5 (a), the evolution of the outflow at five
tially negligible in this case. Again in contrast to the first times from T+1.5 min to T+5.6 min is shown in
three cases, the first term on the right hand side of Eq. (3.4) Figure 5 (b). The high reflectivity (45-55 dBZ) main storm
is very large in this case because of the nearly dry adiabatic
lapse rate between the surface and the freezing level. The (a) 12

result is a downdraft and outflow strength comparable to a 334T 3

the "strong" high reflectivity storm of July 20, 1986.

3.4. Summary 0
i5

The ability of the model given by Eqs. (3.4) and (3.5) 9
to correctly rank, and fairly closely estimate, the eventual W -

downdraft and outflow velocities in these four quite different M 8
cases adds confidence to the assertion that it approximately 20 5

captures the essential physics of accelerating downdrafts 7-

and outflows. By developing a physically based predictive o 6

system, there is hope that the system can remain reliable 0

as the storms it has to detect change from the very dry virga a. . 00
shafts typical of the Denver area to the very wet thunder- Z

storms in the humid southeastern part of the country. This : 4
model shows that the radar reflectivity of a storm alone can-
not be used as a hazard index; information about the static 3

stability of the lower atmosphere is also essential. -8 -7 -6 -5 -4 -3 -2 -1 1
KM EAST OF TDWR TESTBED RADAR

4. LEADING VORTEX RING IN AXISYMMETRIC
OLTTFLOWS (b)

8 0 0 . . . . . . . . . . . . . . . . . . . .
The most important low altitude downdrafts in thun- 6001 _ s BZ 1Q0Z

en downdraft, are those associated with the "vortex" that 400 _U

develops at the leading edge of the dense outflow, the gust 200t.

front. As mentioned previously, in all three of the fatal mi- - _ :: ..
croburst aircraft accidents, a gust front from an older thun- 8004-' I
derstorm outflow was present when the thunderstorm out- 600 T MAN STOR GUST \ONT

flow implicated in the accident occurred. -- M S DOWNRAT

While every gust front has a horizontal vortex circula- L 200-_
tion associated with the "head" ( Figure 4 ), the circ,,ntinn C
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Figure 4 .Schematic representation of an atmospheric density cur- 200--
rent. Taken from Goff (1976). o1itN\
is much more pronounced relative to the depth of the out- 800 .. ' .. DTCE OO

flow in an axisymmetric outflow than in a unidirectional 600- MAIN STORM DOWNDRAFT
flow. Strong surface winds and strong downdrafts at low alti-
tudes will be associated with this leading vortex region, as 400

will extreme turbulence. It is thus a very important part of 200
the microburst problem, and needs to be understood. In this 0 ... -,...... . ..

section, I focus on explaining the leading vortex ring struc- 2 4 6 8 10 12 14 1

ture of gust fronts from axisymmetric outflows. RANGE FROM FL-2 (KM)

4.1. Observations Figure 5 . (a) TDWR testbed radar 0.5' elevation scan at timc T.
5 1836:29 GMT, on 26 June 1985. Data were collected near McmrI::,

Figure 5 shows the surface reflectivity of a strong, TN. Reflectivity is contoured at 20, 30, 40, and 50 dBZ (selecc.

isolated microburst observed with the FAA-Lincoln Labora- contours are labelled with boxed numerals). (b) Vertical cross-sc-

tory Terminal Doppler Weather Radar (TDWR) testbed tions along azimuth 334* [shown in (a)], at five sequential timc.i

(Evans and Turnbull 1989) near the Memphis International Reflectivity is contoured every S dBZ from 10 dBZ.
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downdraft is located at a range of approximately 8 km from
the TDWR testbed radar in these cross-sections. The stron- (c: )+ (, r
gest outflow winds are located approximately 100 m ael. The r
cross-sections clearly show the development of a horizontal
vortex or "rotor" associated with the leading gust front as , +~U + + c , :
the outflow spreads away from the storm center. This vortex
eventually detaches and moves away from the main outflow.

where c E /(g'd) is the long internal wave speed Ig' is the
4.2. Physical Explanation of Leading Ring Formation reduced gravity, and d is the depth of the gravity curren.

t is the time from initial fluid release, r is the radial distat'ce
This process of formation of an intense leading "vor- from the source center, u is the radial velocity, and ti-e -,J'-

tex ring" in an axisymmetric gravitational flow has been scripts denote partial differentiation with respect to th, %
qualitatively explained as a result of radial expansion of the able. These two equations together form a hyperbolic sv-r
circumference, and thus the head wave vortex axis, of the with a pair of characteristic lines given locally by:
dense outflow (Fujita 1984; see Figure 6 ). The argument dr

SCHEMATIC STAGES OF THE d: -
D D ANDREWS AF8 MICROBURSTDESCENDING

MICROBuRST d
, ___along which ,h ?'orresponding characteristic equations are:

ON O .\ '[H, dG- ,

O .O-----SW4- The "+ (upper) and -' (lower) families of characteris::-

~ ~~-- represent the nonlinear, internal gravity waves that propa-
eate upstream and downstream. respectively, at phase speed
c relative to the outflow, and at absolute wave speed !, -

SrRETCHING VORrEX RING 7 c relative to fixed coordinates. The equations corresponding

OVERSTRETCHED VOrtEX PINr . to Eqs. (4.1) and (4.2) for parallel flow are identical except
-. for the term on the right hand side of (4.21. which represents

the effects of radial expansion on the flo%%.
Figure 6 . Depiction of the four stages in riic Andrews Air Force The results of a sample calculation with no ent-a::-
Base microburst by Fujta (1984). ment are shown in Figure 7 . The scaled interface depth of
offered is that, "because the fluid volume in a vortex is (ap-
proximately) conserved, its cross-sectional area must de-
crease. Conservation of angular momentum about the center
line of the vortex then implies that the vorticity increases."
(Linden and Simpson 1985). This qualitative model for the
leading vortex in dense axisymmetric outflows has been in- T
consistently formulated without the benefit of complete ob-
servations. It is essentially incorrect; the volume of the lead-
ing vortex is not conserved but steadily increases with time. 0

The correct model for understanding the formation
of a leading vortex ring in dense, axisymmetric outflows has
been described by Garvine (1984). Garvine modelled the
case of a radially spreading surface buoyant flow with a con-
tinuous source to help explain the observed characteristics
of river plumes, created where fresh water empties into
coastal seawater. A thin layer of buoyant water spreads ra- Figure 7 . Isometric projection of scaled interface depth (D a., a

dially under the force of gravity, with a sharp frontal bound- functon of scaed range (R) and time (T). Taken frcm Gv,.'c
ary at the leading edge. (1984)

the modelled river plume is shown, but this can also be inter-
The main body of the plume is modelled using the preted as the interface height of a cold thunderstorm cut-

inviscid nonlinear shallow water equations, and the frontal flow. The most prominent feature of the flow is the clear
boundary is represented by a jump condition. The Boussi- emergence of a ridge, at first indistinct, but later quite dis-
nesq approximation is made, and wind stress, mixing, and tinct with a sharp dip (dubbed the "trailing front", in con-
the Coriolis acceleration are all neglected. The difference trast to the "leading front"). This trailing front became so
in density between the buoyant fluid and the surrounding steep that Garvine treated it numerically as a second front
fluid is constant, so the radial pressure gradient and the fluid with its own jump conditions. The width of the ridge or ring
velocity are vertically uniform. With these approximations, feature increases with time, and the interface height within
the governing equations of mass continuity and radial mo- the ring is about 20% greater at the leading front than at
mentum for the main plume body are: the trailing front.
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As the fluid expands radially, the fluid at the leading aircraft, so it was possible to recover unamchiou2 , i\.
edge of the current begins to accelerate outward. However, three dimensional wind field through % hich the alrcraft f
the acceleration of the fluid just behind the front is limited (Wingrove and Bach 1987). 1 will focus attenti n n._
by the front itself, and these disturbances will propagate DFW accident since the data are far less ambicuc,",:.
back away frum the fro.t The first waves to be reflected those available from the other two accidents.
off the leading front (minus family) have low initial wave -
speed (u - c), since c is relatively high in the deeper flow J.. .F.ypvothesized Scenarios for DFW Acciden,
near the front. They are later overtaken by reflected waves Several conceptual models and h)puzheses -ve been
from further upstream in the ring, nearer the steady spread- offered to explain the meteorological events giving rise tc
ing regime. This overtaking is in the form of wave coales- the measured winds, especially the short waveleneth ",..r-
cence, a necessary condition for the formation of an interior tices" or rapid oscillations in wind components and tempera-
front. The reflected waves continue to accumulate within the ture encountered during the last 20 s of the flicht Thes.
ring at the trailing front, causing the trailing edge of the ring conceptual models all include a recently developed thunder-
to deepen. storm outflow with a radius of 2 km, at the follow inl

The volume of the ring feature, proportional to the tions relative to the north end of runway I 7L:
product of the mean radius and the ring width and depth,
continually increases with time as a result of inflow into the 0.15 km west 3.5 km north Fujita (1986i
ring through the trailing front. Inthe case of no entrainment, 0.5 km west 3.6 km north Caracena et al. (19'-
it had increased by a factor of 6 by the time the leading front 0.6 km east 3.5 km north Proctor (298S
had reached a distance of about 10 times the source radius.
With entrainment, the results are qualitatively the same, but Hypotheses for the vortices include:
the increase in volume is not as marked because fluid in
lost at both fronts. This basically refutes the argument that Fuiita (1986): Three concentric downdraft outf"..
the frontal ring in axisymmetric outflows is a vortex tube Caracena (1987): Old vortices formed around downd&3ft
that undergoes stretching as the flow expands. and injected into outflow; Linden and Simpson (1986) a-7

Droeeemeier and Babcock (1989): Finite amplitude Kelvnr-
In a parallel, two dimensional flow released from a Helmholtz billows; Wolfson (1990): Cvlindrica! sol:ar,

line source, both plus and minus families of characteristics waves.
would be straight lines, corresponding to internal waves of
zero amplitude. All properties of the flow except for the posi- These hypotheses are all quite plausible mechanism'
tion of the front would be uniform in time and space. No for creating. vortices under some circumstances. The quez.
changes in the flow state would occur, and to an observer tion is, can they really account for the observed wind shear

moving with the flow at the frontal speed, the flow would pattern encountered by Delta 191 at DFW? One way to test
appear steady. Neither the trailing front nor the radial ring these hypotheses is to try to simulate the suggested scenar::
would form. with numerical models.

With the help of Drs. John Anderson and Jerry Straka
4.3. Summary at the Uniyersity of Wisconsin, an axisymmetric numerical

The gust front at the leading edge of the cold outflow experiment was performed with Anderson's (1990) model

from a small, axisymmetric thunderstorm ( e.g., Figure 5 ) to test Fujita's "three concentric downdrafts" hypothesis for

is fundamentally different from its more straight line coun- the DFW vortices. We modelled this as a single pulsating
terpart, either from a very large circular storm or a line cylindrical downdraft. The horizontal and vertical rid recu-

storm ( e.g., Figure 4 ). The rapid build up of fluid at the lution was 75 m, the time step 0.5 s. the domain 300 erid

gust front edge only occurs in small, axisymmetric outflows points wide by 100 high, and the eddy diffusion coefficient
where the radial expansion of the flow is large. This fluid 40 m2!s. The environmental lapse rate was dry adiaaitic

in the leading "vortex" ring is extremely turbulent, and con- (300 K) up to 5 km agl. and stable above ( Kkmi. Tl-

tains violent updrafts and downdrafts; it represents a very cooling source was Gaussian in shape, with a radius of I §

significant part of the microburst hazard. Moreover, the km, and a depth of 4 km. centered 3.75 km above the sUr-
fluid ring is quite stable and can persist long after the prima- face. The cooling function for each experiment is sho%\n i-

ry divergent outflow has dissipated. The idealized outflow Figure 8 (a). A 6 min pulsing frequency was chosen be-

from a small isolated cell with no leading vortex front cause it was the shortest period for which distinct features
remained resolvable in the outflow and because rainfall datafrequently show surges with approximately this time scale

5. FATAL MICROBURST AIRCRAFT ACCIDENTS The first two cycles of the pulsing experiment UI2

In the preceding two sections, I have discussed the min) essentially created the surface outflow. The cold air

important hazardous low altitude downdrafts in thunder- pulse created by the cooling cycle that peaked at 13.5 min

storm outflows: 1) the precipitation driven downdraft, coin- can be followed as it falls into the pre-existing outflow and

cident with the reflectivity core, and 2) the downdrafts asso- moves toward the front [Figure 8 (b)]. By 20 min. a distinct

ciated with the gust front at the leading edge of the outflow. subfrontal fcature has formed, and it is clear from the time

I suggest that both of these types of downdrafts were in- evolution that it propagates relative to the surrounding cur-

volved in each of the fatal U.S. microburst aircraft acci- rent toward the front. By 22 min into the simulation, another
dents: JFK 1975, New Orleans 1982, and DFW 1985. sharpening pulse of cold air from the cooling maximum at19.5 min can be seen beginning to move out into the current.

The most recent of these accidents was the crash of Each pulse has a horizontal circulation associated with it
Delta Flight 191 at Dallas/Ft. Worth airport on August 2, that is less intense than, but in the same sense as the circula-
1985. There was a digital flight data recorder on board the tion associated with the gravity current front. By 26 min.
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(a) three distinct subfrontal features are indeed present in the

outflow, but they are spaced at roughly 2 km intervals. and

2. the nearest of them is roughly 4 km away from the dc.',n-
draft. In the DFW observations, the vortices were next to
the downdraft with a spacing of at most 0.5 km. Thus i: ap-

Z -pears that Fujita's hypothesis is untenable.

Wolfson (1990) has investigated the other hypotheses
I put forth to explain the observed vortices in the DFW daa.

and found none of them to be correct. Proctor (19SS)
-1 , showed that his numerical model of a single microburst

0 3 6 1'2 1'5 1'8 2'1 2'4 2'7 30 thunderstorm could simulate some of the features in the

MINUTES DFW data, but it exhibited nothing resembling the rapid os-
(b)TScillations in the vertical velocity and temperature thoucht

(b) to be due to the "vortices". What, then, did cause the wind
pattern encountered by Delta 191?

20 min 5.2. A New Hypothesis

I suggest that Delta 191 actually encountered two
thunderstorm outflows during the last 90 s of its flight. One
storm was located 1 km west and 3.4 km north of runway

217L, and had a 2 km radius. The second storm was 6 min
older, and was located 7.2 km north and 2.1 km east of the
runway, and had a 4.75 km radius to the leading edge un-
draft. The embedded vortices encountered by Delta 191
were essentially an old gust front or "rotor" from this storm
to the northeast. The hypothesized scenario is shown in

22 min Figure 9 .

To prove that this could indeed be the resolution of
the "vortices" mystery, a numerical simulation was again
performed with the help of Straka and Anderson. A neutral
boundary layer axisymmetric model simulation was used for

23 min the older, distant storm (11 min simulation), and the same
model with a 300 m deep stable layer, 4 K colder than the
environment, was used to simulate the newer, closer storm
(5 min simulation; see Figure 9 ). Otherwise, both models
were identical with the following characteristics. The hori-

24 min zontal and vertical grid resolution was chosen to be 20 m.
24 man The time step was 0.1 s, the domain was 500 grid points

wide by 350 high, and the eddy diffusion coefficient was
40 m2/s. The environmental lapse rate of potential tempera-
ture was based on the profile of potential temperature mea-
sured by Delta 191. The cooling source was Gaussian in

25 min shape, with a radius of 1.0 km, and a depth of 4 kin, cen-
tered at 3.5 km agl. The cooling rate was chosen so that the
downdraft would be approximately 11 K colder than the neu-
tral layer at the surface.

As can be seen in Figure 10 , the distant storm pro-
26 min vides the oscillations in vertical velocity and temperature.

and a sizable downdraft and increase in tailwind. The closer.
k _ k r' 1 0 younger storm provides the strong downdraft and tailwind,

plus the crosswind blowing from west to east. The plotted
dataset from Delta 191 ends at the last wind measurements,

lm but the temperature was available for a short time afterward'
27 mn it does increase just after 300 s in rough agreement with the

Inumerical simulations.
Admittedly, not every wiggle is simulated through

these two axisymmetric storm models at these times in these
locations. However, a certain spatial compression and skew-

Figure 8 . (a) The shape of the cooling function for pulsating flow ing of the wind features would be expected to result from
rate expeiment. Base cooling rate was -0.05 *Cls. (b) Flow resulting the interaction of the two outflows. This comparison shows
from pulsed forcing is shown every min from 20 to 27 min into the
simulation. Potential temperature is contoured every I 0C; coldest that the vortices encountered by Delta 191 were part of the

contour is -7"C at 23 and 24 min. Domain shown is 12 km wide and actual wind pattern inside the gust front from an axisymmet-
3 km high. ric thunderstorm. In these early stages of thunderstorm out-
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flow, the gust front portion of an outflow is at least as haz- Observations of the onboard weather radar of anoth-
ardous as the more laminar central downdraft. er flight airborne at the time of the crash indicated a "solid

red contour (the highest contoured reflectivity) with no vis-
The Stephenville radar 140 km away showed the ible reflectivity gradients on a plan view scan. He notes ha%-

DFW "cell" to have achieved VIP level 3 at least by 2256 ing seen a green hook shaped echo (the lowest contoured

GMT. By the time the accident occurred at 2305-2306, VIP reflectivity) protruding from a microburst cell over DFW air-
level 4 was observed. I suggest both downdrafts encountered port seconds before another crew member sighted the fire-

by Delta 191 came from this same radar cell; perhaps at ball produced by Delta 191." (Caracena et al. 1986). This

higher resolution the individual cell components could have green thin line echo is the signature of a gust front, but it
been identified. The same radar "cell" (different downdraft could not be the gust front from the new cell that Delta 191
within) produced 35 m/s winds over the airport 20 min after encountered for two reasons. First, the gust front (leading
the crash, indicating that it was indeed a multicell storm. vortex ring) would not have separated from that storm for
The NSSL lightning detector observed a lightning strike another 2 min at least (refer to wind pattern of "new storm"
about 15 min before the accident north-northeast of DFW. in Figure 9 ), and second, even if the gust front had sepa-
At this same time, observers also reported a cumulonimbus rated it would have been concentric with the cell, not "pro-
cloud north-northeast of the airport. Caracena et al. (1986) truding". Yet this protruding gust front separated from its
suggest that the outflow from a cell 20 km north-northeast parent storm is exactly what would have been seen if some-
of the airport contributed to the forcing for the DFW cell. thing like the scenario in Figure 9 is correct. This provides

This storm formed 20-30 min before the accident, and was additional support to the argument that Delta 191 encoun-
visible on the Stephenville radar display. I think another, tered two outflows during its last 90 s of flight.
closer storm must have formed because of the observed 5.3. Other Fatal U.S. Microburst Accidents
strength of the vortices (gust front) and the cold temperature
of the air. However, the evidence of older storms to the The next most recent microburst aircraft accident
northeast clearly confirms the preferential development of was the crash of Pan American Flight 759 at New Orleans
new convection towards the southwest, triggered by old out- International airport on July 9, 1982. Not nearly as much
flows, information is available on this crash; unambiguous recon-
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Figure 9 . Proposed meteorological scenario during the crash of Delta 191 at DFW. The spots indicate thunderstorm downdraft centers. The,
thick black line represents the last 90 s of the Delta 191 flight. The north end of runway 17L is located at (0,0). Cross-sectional wind fields
from the new and jld storm are shown on the right. Potential temperature is contoured every 2"C from -I1°C.
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Figure 10 .Vertical velocity, north-south (headwind-tailwind) wind component, temperature perturbation, and east-west (crosswind contr-
nent from axisymrnetric numerical model data (thick line), compared with Delta 19] data recovered by WiTngrove and Bach (198"; thin inf,
For each variable, the top panel shows the model data from the closer, younger thunderstorm outflow, and the bottom panel sho's thc rn ojc"
data from the distant older outflow.

struction of the wind field was not possible. However, from advancement of the thunderstorm air. Along this boundary
Fujita's (1983) analysis, it is fairly definite that a newly an arc cloud developed that was visible in the satellite imaQ-
formed thunderstorm downdraft and outflow occurred al- ery (Fujita 1976); this indicated convergence and an updraft
most directly over the runway. It also appears that this down- strong enough to raise surface air to the condensation level.
draft landed just behind a gust front that had recently As in the other two microburst accidents, the thunderstorm
crossed the airport. The significance of encountering an old downdraft landed just behind a gust front. In this case, the
gust front just when the aircraft was emerging from the new increased flow from two preceding downdrafts. in almost
downdraft is not known, but by analogy with the DEW case, the same place as the third, accident-causing downdraft.
this could well have contributed to the overall hazard, added to the circulation about the leading edge of the out-

Finally, we can reexamine the very first accident ever flow and probably enhanced the wind shear.
attributed to microburst wind shear, the crash of Eastern 5.4. Sumary
Flight 66 at JFK airport in New York on June 24, 1975. This
was the accident that led to the development of the new burst The hazardous low altitude wind shear events that
terminology. Was this new downburst (later redefined as a have caused the fatal aircraft accidents attributed to micro-
microburst) anything other that a thunderstorm downdraft? bursts were apparently the combination of a precipitation
I suggest that the presence of the sea breeze front made a driven downdraft from a thunderstorm landing within the
fundamental difference on the evolution of the outflow push- outflow of another thunderstorm, very near or essentially
ing southward and eastward from scattered thunderstorms on top of the leading gust front. The "fresher" that oust
over the land. The winds from the sea breeze, perhaps aug- front, the greater the aircraft hazard. In an isolated storm.
mented by the environmental winds, opposed the southward the gust front has moved far enough from the main storm
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downdraft by the time it has built into a strong horizontal Fujita, T.T., 1976: Spearhead echo and downburst near the apprrco .
vortex to physically separate the two hazardous regions. The end of a John F. Kennedy airport runway, New York Cii:> S.'.iI
most dangerous combination appears to include a strong Res. Pap. 137, University of Chicago, Ill., 51 pp.

downdraft about 2 min after reaching the surface, landing Fujita, T.T., 1983: Microburst wind shear at New Or!ear, Inter:a-
on top of the leading vortex of a circular gust front formed tional Airport, Kenner, Louisiana on July 9. 1952 S.P, ,,

no more than about 10 min previously. In this way, the tur- Pap. 199, University of Chicago, Ill., 39 pp.
bulent hazard of the gust front is brought into the same area Fujita, T.T., 1984: Andrews AFB microburst: Six minutes after ::,etouchdown of Air Force One. SMRP Res. Pap. 205. Univers:ts 2

as the performance decreasing downdraft and divergent Chicago, Ill., 38 pp.
wind shear of the precipitation driven thunderstorm down- Fujita, T.T., 1985. Tte Downburst - Microburit and .acrota
draft. ellite and Mesometeorology Project, Department of the Ge';-.-
6. CONCLUSIONS cal Sciences, The University of Chicago, Ill., 122 pp.

Fujita, T.T., 1986: DFW Microburst. Satellite and Mesometeorco,.
The primary conclusion of this work is that the fatal Project, Department of the Geophysical Sciences, The L'nier,

aircraft accidents attributed to microbursts, including the of Chicago, Ill., 154 pp.

first accident for which the microburst terminology was de- Fujita, T.T., and H. R. Byers, 1977: Spearhead echo and dow-nbur .
veloped, all involved the combination of a precipitation driv- the crash of an airliner. Mon Wea. Rev, 105. 129-146

en downdraft and the narrow, low altitude downdraft and Garvine, R.W., 1984: Radial spreading of buoyant, surface plume- -
turbulent region associated with a gust front. coastal waters. J. Geophys. Res., 89, No. C2, 1989-1996.

Goff, R.C., 1976: Vertical structure of thunderstorm outflows. M,
The first part of predicting microbursts, then, is pre- Wea. Rev., 104, 1429-1440.

dicting the strength of the precipitation driven thunderstorm Kingsmill, D.E., R.M. Wakimoto, and W.C. Lee, 1989: Kinerat::

downdraft. The second, previously unrecognized part of pre- and dynamic analysis of microburst producing thunderstorm. Pre-
dicting microbursts involves tracking the gust fronts from prints, 24th Conference on Radar Meteorology, Tallahassee.
older thunderstorm outflows. These often initiate new con- Amer. Meteor. Soc., 146-149.
vection, so the possibility of a new downdraft forming along Knupp, K.R., 1987: Downdrafts within High Plains cumulonimbi. Par
a gust front is not unlikely. The presence of a relatively I. General kinematic structure. J. Atmos. Sci., 44, 987-100.
fresh, turbulent gust front appears to greatly increase the Krueger, S.K., and R.M. Wakimoto, 1985: Numerical simulation of
aviation hazard of flying through a newly formed thunder- dry microbursts. Preprints, 14th Conference on Severe Local
storm outflow. Storms, Indianapolis, Amer. Meteor. Soc., 163-166.

Laynor, W.G., 1986: Summary of windshear accidents and views
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